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Abstract

This publication provides a research in which obtained the asymptotic of

generalized solution of multidimensional renewal equation.

Problem formulation

It is the researching of the asymptotical behaviour of generalized solution of a
multidimensional renewal equation. And was made comparison its behaviour with
the asymptotical behaviour of ordinal solution of a multidimensional renewal equa-

tion.

Analysis of previous researching and publications

In articles [1] and [2] was researched the asymptotical behaviour the renewal
matrix in ordinary, not generalized case. Also there were determined normalizing
multiplier p®. It is responsible for time’s scope. In our case it was found the asymp-

totical behaviour of matrix valued family of renewal equations under uncertainty.

Task formulation and solution

Consider the matrix renewal equation in series scheme:
¢
Xe(t) = A%(¢) +/ Fé(du) X*(t —u), t 20, >0
0

where A®(t), X°(t) — are the families of non negative matrix valued functions and
unknown matrix valued functions respectively (matrix d x d— dimension). Its ele-
ments are finite non negative measures. They are depends on infinitesimal parameter
e > 0. F¢(dt)— is the family of preset non negative measures. Assume that we
observe the renewal processes. They can described by matrix renewal equation in
series scheme with variable free term A®(t). Thus we obtain N different free terms
A:(t), r = 1...N. There is discrete distribution p,, 7 = 1..N. It means that we we

N
observe the renewal process with free term AS(¢t), r = 1..N. Also Y p, = 1.
r=1
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_ N ot

Therefore the solution X (¢t) = > p; [ H¢(t—du)AZ (u) corresponds to generalized
i=1 0

solution of a renewal equation:

t
XH(t) = A (¢ +/F€ (du) X (t — u).
0

Here is marked:

Az—:* Z PzAE

The underlying of family of non negative measures F<¢(dt) — is that, it tends
weakly to F'(dt), as € — 0. Such conditions are made:
1) F¢(dt) — is tends weakly to F'(dt), as ¢ — 0 :

[owran — [swran )
0 0

for any continuous and limited function g(t);
2) for any a >0, f < 1

d
ilin max Z F;; (2)
j=1
3) for any ¢ :
d
maz Y | F[0,00) < 1; (3)
j=1
4)

F¢(dt) — we can represent in block-diagonal form: F = diag{F*', F?,... F"}.

The set of indexes E = {1,2,...,d} can be represented as E1, Fs, ..., E. where
Fi; =6 kEj, when i € Es, j € Ej, and ds1 — Kroneker’s symbol.

Each of the matrices F*, ¢ = 1,r along the matrix’s diagonal F' is indivisible.

Such condition is supposed:

oo
tiw sup [ yF%(dy) = 0 (5)
t—oo ¢

t
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and as result:
oo

ajj = /yFij(dy) < 00,
t

and let
d
miin Zl a;j > 0. (6)
=

We should mark through H¢(t) renewal matrix, built with F*(¢):

Ha(t) _ Z Fa(*n) (t),
n=0
where
Fs(*O) (t) =1,

t
Fe(*n) (t) _ Fa(t) % Fs(*(n—l)) _ /Fa(dy)Fa(*(n—l)) (t - y)'
0

Here I — identity matrix.

Matrix F'(dt) is called trellised matrix with step h, if h > 0 is exist and each of
measures Fj;(dt), i,j € E we can focus on the set {c;; +nh, n =0,%1,£2,...} with
the same step h.

In article [1] it has been proven uniqueness of normalizing factor p° for equation

with each free term A5(¢), » = 1... N. It was shown that asymptotic of this equation
with each AS(t), r = 1... N we can build on common time interval in the distant
future. Also was used the theorem about asymptotic of generalized solution of a
multidimensional renewal equation in series scheme. It was shown that this normal-
izing factor p° satisfies the conditions about finding the asymptotic of generalized

solution X.

The main material research

The principal results of this research are:

Assertion 1. Consider the conditions (1)-(6) are true for equation with each
free term AZ(t), r = 1... N and every matrix F*(dt) is not trellised. Then the choice
of normalizing factor p° for the renewal matrix H(t) of generalized equation depend
only on F<(t) and does not depend on A%(t).

Substantiation 1. We know that solution of renewal equation

t
XE(8) = AS() + /Fa(du)XE(t )t 20,50
0
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has the form
t

Xe(1) = / HE(t — du) A5(1)
0
HE¢(t) was denoted earlier. So for every of N renewal equations we can obtain

individual result. Then we get a system:

t

/ HE(f — du) A2 (u)
0

X5(t) = / HE(t — du) A5 (u)

0

Xi(t)

t

X5(1) = / HE(t — du) A% (u)
0

where t > 0, > 0. So we get:

X(t) = prXi (1) + paX5(t) + - - + pn X (1);

N
X(t) =Y mX;(b);
i=1
X(0) =Y pi [ Ho(t - du) i),
=1 0

Now we can find the normalizing factor p° for generalized solution X (¢). We can

summarize this equations:

p1XT(t) +p2X5(t) + - +pnXy(t) =
= p1Ai(t) + p2A5(t) + - + py AN (D) +

+pl/F€(du)X§(t—u)+---+pN/F€(du)X7V(t_u).
0 0

Or it can written in reduced form:

N

N N t
S XEW) = mAi O + 3 i [ Fldu) Xt )
=1 =1 0

i=1

N N ¢

N
S pXE() = Do pidile) + [ F(dn) 3 piX (e - w)

i=1 i=1 0
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Or

t
Xa*( Ae* +/F6 du Xs* _ )
0

where:

Xs* Z i XE
Ag* Z i Aa
Therefor our solution X () corresponds to this renewal equation:
t
X (1) = AT (1) + / P2 (du) X (¢ — u).
0

Now pay attention how multiplier p* was founded due to the proof of theorem 1
[] . It was determined by the next way:

T
=> 0

s=1
1-—-L¢
P = 1= Loy, (0) ),s =1,r.
ms

r-is the number of blocks along the main diagonal of matrix F'(dt) where F¢(dt) —
F(dt). The sequence ij(n) (t) is monotonous relative to t and was denoted as:

L (t) — F?(t)

v

mQD

Also consider that: ij(nfl)(t) = 0,n = 0. As we can see, sequence ij(n) (t)

depend only on F*(t). Set D was denoted as:
D = {wy, wa,...,w,}.

Where w; € E;,i = 1..r. E;,i = 1.r. Whereas Lf;n)(t) < Hi(t) for any n and

sequence L;(n) (t) is nondecreasing relative to n, then there are these boundaries:

L5;(t) = lim L™ (t).

e—0
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Also we can remember how ms was denoted. In the proof of Theorem 1 [2] my
was defined as:

0

m;; = IIIT(I] ms

(s)

_ _ } : b~
Mms = Mygws, = ) Qg
1,JEES Duws

Here: pgs), pgi)—are coordinates of positive left eigenvector of matrix Fg. ws-is

fixed index.

o0

0

a;; = lim a5..
K e—0 Y

The choice of coefficient mg also completely depend on F=(t).

Therefor we shown that choice of normalizing factor p* depends only on F<(t).
It means that for generalized renewal equation:

t
X (t) = A (¢ +/F5 (du) X=(t — u)
0

with solution:

N ¢
X(t)=2 pi (t — du) A7 (u)
=1}
N
X(t) t — du) ZpiAE
o i=1

we can pick up normalizing factor p®, by the method described above. Also it will
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be satisfy each of equftion from this system:
t

XE(1) = AS(t) + / P2 (du) XE(t — u);

t
X5(t —I—/FsduXQt—u)
0

t
X)) = AN(t) + /FE(du)XfV(t —u).
0
It is because every renewal equation from the system differs only in free term

AS(t),i = L.N.

Further we need the definition of uniformly direct integrability by Riemann.
Definition. Family of functions A(t) is uniformly direct integrable by Riemann
on [0, 00), if:
1) Sum i sup |A%(t)| coincides uniformly with respect to €;
k=0 k<t<k+1

2) suph Z[ sup  |AS(t)| = dinf  [A%(1)]
0 | kh<t<(k+1)h kh<t<(k+1)h

— 0.
h—0

Assertion 2. Let the families of functions [[Afj]r(t), i,j€ E] are uniformly

integrable by Riemann on [0, 00) and there are a boundary:

[e.e]

ii_I)I(l] [A%]-(t)dt = [Dijlp, r =1.N.
0
If for generalized solution X (¢), of renewal equation we have that each of matrix
F#(dt) along the main diagonal of matrix F'(dt) is not trellised then nonzero matrix C

r X r-dimension and normalizing factor p* —— 0 are exist. Where: ¢ € Fs, j € E},

e—0
X, <t> qsk(t) |:I’(s) @ ﬁ(k)D_k} ?
pe e—0 Tk ij
(k
CIsk(t) = [etc Sk’ Z p; () / i dt)

Dk_ Zpr’ mj

[Dijlr = [[Dijlr, i € Ey, j € EJ,
?_I)I(l) [Afj]r(t)dt = [Dij]r7 r=1..N.
0
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Substantiation 2. As it was denoted earlier

¢ N
X(0) = [ Ho(t-dw Yo pidi(w)

() = / HE(t — du) A% (),
0

is the solution of this renewal equation:
¢
X (t) = A (¢ +/F8 (du) X (t — u),
0

where

Xz—:* Z sze

Ae* Z pZAE

As for each of the N equations from our system Theorem from [1] is true we can
use its result for every equation and due to Assertion 1 we can found the asymptotic
in the time scope p%. So matrix C' and normalizing factor p remain the same.

In this way:

r=1 Z pz( Qij meky
i,JEE}
N
qsk(t)
- if Sore | X o8 1P| =
k r=1 meEy
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_ N
We denote D = 3" p, - [Dpjly-
r=1

Conclusions. Therefore we obtained that:

1) Normalizing multiplier p® for renewal equation with each free term A:(t), r =
1...N is unique.

2) We got the asymptotic of generalized solution of multidimensional renewal

equation.
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