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MATHEMATICS

Soltan A. ALIYEV, Yaroslav I. YELEYKO, Natalya V. BUHRII

ASYMPTOTICAL PROPERTIES OF THE

RENEWAL MATRIX

FOR SOME CLASS OF INFINITE-DIMENSIONAL

RENEWAL EQUATIONS

Abstract

Conditions on the tolimit matrix of measures and on the limit matrix of
full masses of measures are found. Existence of normalized multiplier ρε such,
that on a time scale t/ρε the asymptotic of difference of the renewal matrix
(associated with family of dependency upon a small parameter of matrix-valued
measures with the block-resoluble infinite-dimensional limit matrix of full masses
of measures) on the finite interval is nontrivial is proved.

1. Introduction

In this paper we will consider the transitional phenomena for the multidimen-
tional renewal equation with the block-resoluble infinite-dimensional limit matrix
of full masses of measures . Equations of such type arise up, for example, at the
analysis of the stochastic systems, which assume the asymptotical integration of
state space, in particular,of the high reliable systems, and also of some classes of the
queuing systems in the conditions of small probability of requirement loss. Problems
about integration of phase space of difficult systems considered Korolyuk V.S. and
Turbin A.F. (see [1]). Task for the renewal matrix of irreducible matrix is considered
by Shurenkov V.M. in [2]. Problem for the finite-dimensional case with resoluble
block-diagonal matrix of full masses of measures was considered Nishchenko I.I. in
[3]. In this work opinion for the finite-dimensional case is extended to the infinite-
dimensional case. Conditions on matrix-valued measure F (dt)), at which exists a
time scale, for which difference of the renewal matrix has nontrivial limit are finded.

2. Main part

It will be our task to investigate the asymptotical properties for a family of

matrix-valued renewal functions Hε(t) =
∞∑

n=0
F ε(∗n)(t) as ε → 0, t → ∞. The

principal assumption in relation to F ε(dt) there will be that it weakly converges
to the measure F (dt) as ε → 0. Its matrix of full masses of measures F [0,∞) is
infinite-dimensional resoluble of block-diagonal type.

During all exposition we assume that if all elements of some matrix D(x) =
[Dij(x)] own definite functional property, the matrix D(x) owns this property too.
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Matrices with elements |Dij | and
∫

Dij(x)dx are denoted |D| and
∫

D(x)dx accord-
ingly.

Let F ε(dt) is a family of infinite-dimensional matrices, the elements of which are
finite nonnegative measures concentrated on [0,∞) and depend on a small parameter
ε > 0. For each ε matrix F ε(dt) is irreducible, that is, for arbitrary subset I ∈ E =
{1, 2, 3, . . .} of indexes set can be indicated such i ∈ I, j 6∈ I that F ε

ij(dt) > 0. In
addition, we will consider, that such condition are true:
1) the matrix-valued measure F ε(dt) weakly converges as ε → 0 to the matrix-valued
measure F (dt), that is

∞∫

0

g(t)F ε(dt) −→
ε→0

∞∫

0

g(t)F (dt) (2.1)

for the arbitrary continuous bounded function g(t);
2) the family F ε(t) is asymptotically and uniformly in ε separated from a zero, that
is, for some α > 0, β < 1

lim
ε→0

sup
i

∞∑

j=1

F ε
ij(α) ≤ β; (2.2)

3) for arbitrary ε

sup
i

∞∑

j=1

F ε
ij [0,∞) ≤ 1; (2.3)

4) the limits matrix of full masses of measures F ≡ F [0,∞) is stochastic
∞∑

j=1

Fij [0,∞) = 1 (2.4)

and resoluble of the block-diagonal type: F = diag{F 1, F 2, F 3, . . .}. Therefore the
indexes set E = {1, 2, 3, . . .} may to give as association of mutually exclusive sets
E1, E2, E3 . . . such, that Fij = δskF

s
ij , when i ∈ Es, j ∈ Ek, where δsk is Kroneker

character. Suppose, that each of matrices F i, i = 1,∞ along the diagonal of matrix
F is irreducible. We will consider also, that dimension of matrices F s is not greater
than d0.

Assume still, that such condition holds

sup
i

∞∑

j=1

aε
ij < ∞,

where

aε
ij =

∞∫

0

yF ε
ij(dy) < ∞ (2.5)

and let

inf
i

∞∑

j=1

aε
ij ≥ a0 > 0. (2.6)
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From the condition (2.4) and resolubility of matrix F it follows, that each with
matrices F s along its diagonal is stochastic. Therefore 1 is maximal eigenvalue
with corresponding right eigenvector ~1(s). Since the matrix F s is irreducible and
nonnegative, then there exists unique positive left eigenvector ~p (s) with correspond-
ing eigenvalue 1 such, that (~p (s),~1 (s)) = 1. The matrix F is stochastic. Thus
unit is its maximal eigenvalue with corresponding right and left eigenvectors ~1,
~p = (~p (1), ~p (2), . . .). The vector ~p is positive.

From irreducible of the matrix F s it follows existence such integer n0, that
(F s

ij)
n0 > 0 (ij element of matrix (F s)n0). Thus n0 ≤ m0 ≤ d0, where m0 – degree

of minimal polynomial of matrix F s, d0 – maximal dimension of matrices F s. We
will assume that ∀ s ∀ i, j ∈ Es there exists such integer n0 ≤ m0, for which
(F s

ij)
n0 ≥ δ0 > 0.

In addition, we suppose, that displacement of tolimit matrix of full masses of
measures is little, that is, for i ∈ Es we have

∑

j∈Es

(Fij − F ε
ij) ≤ δs(ε),

where
∞∑

s=1
δs(ε) < ∞. For i ∈ Es also holds condition

∑

j 6∈Es

F ε
ij ≤ δ2

s(ε). (2.7)

Let Hε(t) be the renewal matrix associated with F ε(t), that is

Hε(t) =
∞∑

n=0

F ε(∗n)(t),

where
F ε(∗0)(t) = I,

F ε(∗n)(t) = F ε(t) ∗ F ε(∗(n−1))(t) =

t∫

0

F ε(dy)F ε(∗(n−1))(t− y).

Here I – unit matrix. Two next lemmas assert resriction of the renewal matrix norm
on every finite interval [0, T ] and uniform in ε and t resriction of difference norm of
the renewal matrix on finite intervals [t, t + s].

Proof of next lemmas coincides with proof of the proper results Nishchenko [3]
in the finite case. Therefore we do not give it.

Lemma 1. If a condition (2.2) holds, then

sup
i

∞∑

j=1

Hε
ij [0, T ] < ∞
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for each ε > 0 and for arbitrary T < ∞.
Lemma 2. If conditions (2.1) -(2.4) hold, then for arbitrary s ≥ 0

lim
ε→0

sup
t

sup
i

∞∑

j=1

Hε
ij [t, t + s] ≤ As + B ,

where A, B – some finite constants.
Our next purpose – finding of the asymptotical behaviour of the renewal matrix

difference Hε[t, t + s] as ε → 0, t →∞. We will do a few remarks.
Remind that matrix F (dt) is called latticed with step h if there exists such h > 0,

that each of measures Fij(dt), i, j ∈ E, may to concentrate on the displaced grate
with the same step h, that is, on the set of kind {cij + nh, n = 0,±1,±2, . . .}, thus
cij + cjk − cki is the element of initial grate for arbitrary i, j, k ∈ E. If there such h

does not exist, then the matrix F (dt) is called unlatticed.
Assume that matrices F ε(dt) are unlatticed.
Theorem 1. If conditions (2.1) -(1.7) hold and each of matrices F s(dt) is

unlatticed, then there exist nonnull matrix and normalized multiplier ρε−→
ε→0

0 such,
that as i ∈ Es, j ∈ Ek

lim
ε→0

Hε
ij

[
t

ρε
,

t

ρε
+ u

]
= u · qsk(t) ·

p
(k)
j

πk
,

where qsk(t) = [etC ]sk, πk =
∑

I,j∈Ek

p
(k)
I ·

∞∫
0

tFij(dt).

Proof. It is known, that elements of the renewal matrix Hε(t) is satisfied mul-
tidimensional renewal equation

Hε
ij(t) = δij +

∞∑

m=1

t∫

0

F ε
im(du)Hε

mj(t− u).

At the first by analogy with work [2] transform the irreducible matrix renewal
equation into scalar. After that replace ds equations for a block Es on one equation.

Fix on one index in each with Es: w1 ∈ E1, w2 ∈ E2,. . . , wr ∈ Er, . . . and define
the sequence of functions H

ε(n)
ij (t), n = 0, 1, . . . by such correlations

H
ε(0)
ij (t) = δij +

∞∑

s=1

F ε
iws

∗Hε
wsj(t)

H
ε(n)
ij (t) = H

ε(0)
ij (t) +

∑

m6∈D

F ε
im ∗H

ε(n−1)
mj (t)

where D = {w1, w2, . . . , wr, . . .} –set of the fixed indexes. From construction we see
that

H
ε(n+1)
ij (t) ≥ H

ε(n)
ij (t), H

ε(n)
ij (t) ≤ Hε

ij(t) ∀n ≥ 0
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and
Hε

ij(t)−H
ε(n)
ij (t) =

∑

m1 6∈D

F ε
im1

∗
(
Hε

m1j(t)−H
ε(n−1)
m1j (t)

)
= · · · =

=
∑

m1 6∈D...,mn 6∈D

F ε
im1

∗ · · · ∗ F ε
mn−1mn

∗
(
Hε

mnj(t)−H
ε(0)
mnj(t)

)
=

=
∑

m1 6∈D...,l 6∈D

F ε
im1

∗ · · · ∗ F ε
mnl ∗Hε

lj(t) ≤ ||F ε(∗n) ∗Hε(t)|| −→
n→∞ 0

in accordance with convergence of row
∞∑

n=0
F ε(∗n)(t).

Consequently, the sequence of functions H
ε(n)
ij (t) approaches the function Hε

ij(t)
as n →∞.

We will enter still the sequence of monotonous in t functions as follows

L
ε(0)
ij (t) = F ε

ij(t),

L
ε(n)
ij (t) = F ε

ij(t) +
∑

m6∈D

F ε
im ∗ L

ε(n−1)
mj (t).

By induction we receive such correlation

H
ε(n)
ij (t) = δij +

∑

m6∈D

L
ε(n−1)
im (t) · δmj +

∞∑

s=1

L
ε(n)
iws

∗Hε
wsj(t), (2.8)

in which put, that L
ε(n−1)
ij (t) = 0 as n = 0.

Since L
ε(n)
ij (t) ≤ Hε

ij(t) for arbitrary n and the sequence L
ε(n)
ij (t) is nondecreasing

in n, there exist limits Lε
ij(t) = lim

n→∞L
ε(n)
ij (t). Letting n to infinity in (2.8), we will

get such equality

Hε
ij(t) = δij +

∑

m6∈D

Lε
im(t) · δmj +

∞∑

n=1

Lε
iwn

∗Hε
wnj(t). (2.9)

Then for elements Hε
wswk

(t) (s, k ∈ N) of the matrix Hε(t) we have the renewal
equation

Hε
wswk

(t) = δsk +
∞∑

n=1

Lε
wswn

∗Hε
wnwk

(t) (2.10)

It means that the matrix H̃ε(t) = [Hε
wswk

(t)]s,k∈N is the renewal matrix for matrix
L̃ε(t) = [Lε

wswk
(t)]s,k∈N. For elements Hε

wsj(t) (s ∈ N, j 6∈ D) we get the renewal
equation

Hε
wsj(t) = Lε

wsj(t) +
∞∑

n=1

Lε
wswn

∗Hε
wnj(t). (2.11)

The solution of this equation is equal to

Hε
wsj(t) =

∞∑

n=1

t∫

0

Hε
wswn

(du)Lε
wnj(t− u). (2.12)
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Relations (2.9), (2.10), (2.12) show that the asymptotical properties of the matrix
Hε(t) may to study by the matrices H̃ε(t) and Lε(t).

Show now, that the function Lε(t) weakly converges to some function L(t) as
ε → 0, thus the matrix L̃(∞) = [Lwswk

(∞)]s,k∈N is unit.
We will mark some properties of functions Lε

ij(t). At first, by induction we prove,
that ∑

m6∈D

F ε
im ∗ L

ε(n)
mj (t) =

∑

m6∈D

L
ε(n)
im ∗ F ε

mj(t) n = 0, 1, . . . (2.13)

Consequently, the functions Lε
ij(t) = lim

n→∞L
ε(n)
ij (t) satisfy such two equations

Lε
ij(t) = F ε

ij(t) +
∑

m6∈D

F ε
im ∗ Lε

mj(t)

Lε
ij(t) = F ε

ij(t) +
∑

m6∈D

Lε
im ∗ F ε

mj(t). (2.14)

Summarize both parts of the last equation in all j ∈ E. Taking into account condi-
tion (2.3), we will get

∞∑

j=1

Lε
ij(t) ≤ 1 +

∑

m6∈D

Lε
im(t),

whence ∞∑

s=1

Lε
iws

(t) ≤ 1 ∀ I ∈ E. (2.15)

For proof of uniform boundary in ε and t of the functions Lε
ij(t) as j 6∈ D, use such

estimation (which is proved by induction)

∑

j 6∈D

∞∑

k=1

Lε
ij ∗ F

ε(∗n)
jwk

(t) ≤ n, k ∈ N, n ≥ 1. (2.16)

Since a sum
∑
j 6∈D

Lε
ij ∗F

ε(∗n)
jwk

(t) as a function in t is nondecreasing and uniformly

bounded in t, there exist finite limit of this function as t →∞. Letting t to infinity
in (2.16), we get inequality

∞∑

k=1

∑

j 6∈D

Lε
ij(∞) · (F ε

jwk
)n ≤ n.

Assume for definiteness, that j ∈ Es\ws. Since a matrix F s is irreducible, there
exists a such integer n0 = n0(j), that (Fjws)n0 ≡ δj ≥ δ0 > 0. Thus n0 ≤ m0 ≤ d0,
where m0 – degree of minimum polynomial of the matrix F s, d0 – maximal dimension
of matrices Fs. From that (F ε

jws
)n0 −→

ε→0
(Fjws)n0 it follows existence of such ε0 > 0,

that (F ε
jws

)n0 ≥ δj

2 for all ε < ε0. Functions Lε
ij(t) do not decrease in t, and,

consequently, for all enough small ε inequalities hold
∑

j 6∈D

δ0

2
Lε

ij(t) ≤
∑

j 6∈D

δj

2
Lε

ij(t) ≤
∑

j 6∈D

δj

2
Lε

ij(∞) ≤
∑

j 6∈D

Lε
ij(∞) · (F ε

jwk
)n0(j) ≤
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≤
d0∑

n=1

∑

j 6∈D

∞∑

k=1

Lε
ij(∞) · (F ε

jωk
)n ≤ (d0 + 1)d0

δ0
.

Therefore
sup

i

∑

j∈E

Lε
ij(t) ≤

(d0 + 1)d0

δ0
+ 1 = R, (2.17)

where R – some constant, that does not depend on ε and t.
Thus, we proved, that the matrices family Lε(t) is uniformly bounded in ε and t.

By Helly theorem from it may to choose weakly convergence subsequence. Without
loss of generality, we will suppose, that Lε

ij(t) → Lij(t) weakly as ε → 0.
From monotonicity of the function Lε

ij(t) in t it follows, that this convergence is
uniform in every continuous point of the function Lij(t), that is

lim
c→0

lim
ε→0

sup
|h|≤c

(
Lε

ij(t + h)− Lij(t)
)

= 0.

In addition, monotony and uniform bounded in t of functions Lε
ij(t) guarantee exis-

tence of finite limits

Lij = lim
t→∞Lij(t) and Lε

ij = lim
t→∞Lε

ij(t).

From resolution of matrix F it follows resolution of matrix L, that is Lij = 0 as
i ∈ Es, j ∈ Ek, s 6= k. For finding Lij as i, j ∈ Es (s ∈ N) we have such resolution

Lij = Fij +
∑

m∈Es\ws

Fim · Lmj ,

Lij = Fij +
∑

m∈Es\ws

Lim · Fmj . (2.18)

If first of these equations multiply by p
(s)
I and summarize in i ∈ Es and in the second

equation to conduct adding in j ∈ Es, we find, that

Liws = 1, Lwsj =
p
(s)
j

p
(s)
ws

∀i, j ∈ Es.

Examine, that this solution is unique. Assume, that Lij and L̃ij – two solutions of
these equations and let Zij = Lij − L̃ij . Then

Zij =
∑

m∈Es\ws

Fim · Zmj .

From here
∑

i

p
(s)
i · Zij =

∑

m∈Es\ws

p(s)
m · Zmj and means Zwsj = 0.
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Analogously make, that Ziws = 0.
Obvious type of constants Lij as i 6∈ D and j 6∈ D to us isn’t need. Notice, that

from monotony Lε
ij(t) in t and from existence of finite limits Lε

ij = lim
t→∞Lε

ij(t) it
follows, that as arbitrary fixed s ≥ 0

lim
ε→ 0

[
Lε

ij(tε + s)− Lε
ij(tε)

]
= 0 (2.19)

for an arbitrary sequence tε such, that tε ↑ ∞ as ε → 0.
Apply to the renewal equation(2.10) the known results of the renewal theory.

For this show finiteness of quantity sup
ε

∞∫
0

tLε
wswk

(dt).

Applying Laplace transform to equation

Lε
wsj(t) = F ε

wsj(t) +
∑

m6∈D

Lε
wsm ∗ F ε

mj(t)

we get such equality

L̂ε
wsj(λ) = F̂ ε

wsj(λ) +
∑

m6∈D

L̂ε
wsm(λ) · F̂ ε

mj(λ), (2.20)

where

L̂ε
ij(λ) =

∞∫

0

eλtLε
ij(dt) F̂ ε

ij(λ) =

∞∫

0

eλtF ε
ij(dt) λ ≤ 0.

Remark, that
L̂ε

ij(0) = Lε
ij(∞) ≤ R F̂ ε

ij(0) = F ε
ij(∞)

(L̂ε
ij)

′
(0) =

∞∫

0

tLε
ij(dt) ≡ mε

ij (F̂ ε
ij)

′
(0) =

∞∫

0

tF ε
ij(dt) ≡ aε

ij

∑

j∈E

F̂ ε
ij(λ) ≤

∑

j∈E

F̂ ε
ij(0) =

∑

j∈E

F ε
ij(∞) ≤ 1.

Summing both parts of equality

L̂ε
wsj(0)− L̂ε

wsj(λ)
−λ

=
F̂ ε

wsj(0)− F̂ ε
wsj(λ)

−λ
+

+
∑

m6∈D

L̂ε
wsm(0)− L̂ε

wsm(λ)
−λ

· F̂ ε
mj(λ) +

∑

m6∈D

L̂ε
wsm(0) · F̂ ε

mj(0)− F̂ ε
mj(λ)

−λ
(2.21)

in all j ∈ E, we get

sup
ε

∞∑

n=1

L̂ε
wswn

(0)− L̂ε
wswn

(λ)
−λ

≤ (R + 1) sup
ε

∑

j∈E

F̂ ε
wsj(0)− F̂ ε

wsj(λ)
−λ

.
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From existence of limit as λ → 0 of the right part of inequality it follows existence
of limit of the left its part. Limit transition as λ → 0 gives us the inequality

sup
ε

∞∑

n=1

mε
wswn

≤ (R + 1) sup
ε

∑

j∈E

aε
wsj < ∞

in accordance with a condition (2.5). Then from correlation

mε
wswk

= aε
wswk

+
∑

n 6∈D

mε
wsnF ε

nj +
∑

n 6∈D

Lε
wsnaε

nwk

it follows, that sup
ε

mε
wsj < ∞ for all j ∈ E.

Passing in (2.21) to limit, when λ → 0, ε → 0, we get

mwsj =
∑

I∈Es

Lwsi · aij +
∑

I∈Es\ws

mwsiFij .

Adding in j ∈ Es converts this correlation into such equality

∑

j∈Es

mwsj =
∑

I,j∈Es

p
(s)
I

p
(s)
ws

· aij +
∑

I∈Es\ws

mwsi

which we find from, that

ms = mwsws =
∑

I,j∈Es

p
(s)
I

p
(s)
ws

· aij .

Examine implementation of uniform integrality condition of measures family
[Lε

wswk
(dt)]s,k∈N. Denote

L
ε(t, λ) =

∞∫

t

eλuLε(du), F
ε(t, λ) =

∞∫

t

eλuF ε(du), λ < 0.

From equation
Lε

wsj(t) = F ε
wsj(t) +

∑

m6∈D

Lε
wsm ∗ F ε

mj(t)

we prove a next equality

L
ε
wsj(t, λ) = F

ε
wsj(t, λ) +

+
∑

m6∈D

L
ε
wsm(t, λ) · F̂ ε

mj(λ)−
∑

m6∈D

∞∫

t

eλuLε
wsm(du) · F ε

mj(t− u, λ),

Since ∞∫

t

eλuLε(du) · F ε(t− u, λ)−
∞∫

t

Lε(du) · F ε(t− u, 0) ≤ 0,
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for a difference [L ε
wsj(t, 0)− L

ε
wsj(t, λ)] we have such inequality

L
ε
wsj(t, 0)− L

ε
wsj(t, λ) ≤ F

ε
wsj(t, 0)− F

ε
wsj(t, λ) +

+
∑

m6∈D

[L ε
wsm(t, 0)− L

ε
wsm(t, λ)] · F̂ ε

mj(λ) +
∑

m6∈D

L
ε
wsm(t, 0) · [F̂ ε

mj(0)− F̂ ε
mj(λ)].

Since

L
ε(t, 0) =

∞∫

t

Lε(du), F
ε ′
λ (t, 0) =

∞∫

t

uF ε(du), (F̂ ε
ij)

′
(0) = aε

ij ,

then summing both parts of the last inequality in all j ∈ E, dividing it on −λ and
letting λ to the zero, we get

sup
ε

∞∑

n=1

∞∫

t

uLε
wswn

(du) = sup
ε

∞∑

n=1

lim
λ→0

L
ε
wswn

(t, 0)− L
ε
wswn

(t, λ)
−λ

≤

≤ sup
ε

[∑

j∈E

∞∫

t

uF ε
wsj(du) +

∑

m6∈D j∈E

∞∫

t

Lε
wsm(du) · aε

mj

]
−→
t→∞ 0.

The first element heads for a zero by (2.5). From uniform bounded of series
∞∑

j=1
aε

ij ,
∞∑

j=1
Lε

ij(t) it follows, that second element let to zero too. It is possible to

show, that quantities Lwsws(t), s ∈ N, are unlatticed.
Define a parameter ρε and matrix C, which is in a theorem. Put

ρε =
∞∑

s=1

ρε
s, where ρε

s =
1− Lε

wsws
(∞)

ms
, s ∈ N;

Cε
ss = −ρε

s

ρε
; Cε

sk =
Lε

wswk
(∞)

ρε ms
, s 6= k.

For each i 6∈ D, j ∈ E equation (2.14) may to write in a kind

(1− F ε
ii)L

ε
ij −

∑

m6∈D,m 6=I

F ε
imLε

mj = F ε
ij ,

that is vector L
ε(j)
E\D = (Lε

mj)m6∈D satisfy infinite-dimensional linear algebraic equa-
tion

(I − F ε
E\D)Lε(j)

E\D = F
ε(j)
E\D.

For this equation may to write the weak equation, accepting Lε
mj = 0,m 6∈ Es

(I − F ε
Es\ωs

)L∗ε(j)Es\ωs
= F

ε(j)
Es\ωs

.



Transactions of NAS of Azerbaijan
[Asymptotical properties of the renewal...]

13

The solution difference of weak and infinity systems is estimated as follows (see [7])

max
m∈Es\ωs

|L∗εmj − Lε
mj | ≤

max
I∈Es\ωs

∑
j 6∈Es

F ε
ij

1− max
I∈Es\ωs

∑
j∈Es\ωs

F ε
ij

≤ δs(ε).

For Lij , i ∈ Es \ ωs, j ∈ Es we have equation

(I − FEs\ωs
)L(j)

Es\ωs
= F

(j)
Es\ωs

.

The solution of the weak system difference from the solution of system for L
(j)
Es\ωs

no more, than on d0δs(ε). Consequently, we come to conclusion, that

Liωs − Lε
iωs

≤ (d0 + 1)δs(ε)
1− Lε

ωsωs

ms
=

=
1

ms

(
Fωsωs − F ε

ωsωs
+

∑

m∈Es\ωs

(FimLmj − F ε
imLε

mj) +
∑

m6∈D,m6∈Es

F ε
imLε

mj

)
≤

≤ 1
ms

( ∑

m∈Es

(Fim − F ε
im) +

∑

m∈Es\ωs

(Lim − Lε
im) +

∑

m6∈Es

F ε
im

)
≤ Kδs(ε).

From here, taking into account bounded
∞∑

s=1
δs(ε) < ∞, we have

ρε =
∞∑

s=1

1− Lε
ωsωs

(∞)
ms

< ∞.

As ρε
s = 1−Lε

ωsωs (∞)

ms
−→
ε→0

0, for arbitrary s we get

ρε−→
ε→0

0.

Directly from construction it follows, that

|Cε
ss| ≤ 1, Cε

sk ≥ 0 at s 6= k.

As, consonant to (2.15),
∞∑

k=1

Lε
wswk

≤ 1, then

∑

k 6=s

Cε
sk =

∑
k 6=s

Lε
wswk

(∞)

ρε ms
≤ 1− Lε

wsws
(∞)

ρε ms
=

ρε
s

ρε
= −Cε

ss ≤ 1.

Show that there exists limit C = lim
ε→0

Cε. Fix arbitrary two positive numbers

a, b, b > a. Since Lε(t) as function from t is nondecreasing, then

1− Lε
wsws

(
b
ρε )

msρε
≤

1− Lε
wsws

(
a
ρε )

msρε
.
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From here we get inequality

lim
ε→0

1− Lε
wsws

(
b
ρε )

msρε
≤ lim

ε→0

1− Lε
wsws

(
a
ρε )

msρε

which we rewrite as follows

lim
ε→0

[
1− Lε

wsws
(∞)

msρε
+

Lε
wsws

(∞)− Lε
wsws

(
b
ρε

)

msρε

]
≤

≤ lim
ε→0

[
1− Lε

wsws
(∞)

msρε
+

Lε
wsws

(∞)− Lε
wsws

(
a
ρε

)

msρε

]

or

lim
ε→0

[
−Cε

ss +
Lε

wsws
(∞)− Lε

wsws

(
b
ρε

)

msρε

]
≤

≤ lim
ε→0

[
−Cε

ss +
Lε

wsws
(∞)− Lε

wsws

(
a
ρε

)

msρε

]
. (2.22)

From a condition

sup
ε

∞∫

t

uLε
wsws

(du) −→
t→∞ 0,

which was set higher, and nonnegativity of function [Lε
wsws

(∞)−Lε
wsws

(u)] it follows,
that

sup
ε

t · [Lε
wsws

(∞)− Lε
wsws

(t)] ≤ sup
ε

(
t · [Lε

wsws
(∞)− Lε

wsws
(t)] +

+

∞∫

t

[Lε
wsws

(∞)− Lε
wsws

(u)]du
)

= sup
ε

∞∫

t

uLε
wsws

(du) −→
t→∞ 0.

Therefore for an arbitrary sequence uε −→
ε→0

∞

sup
ε

uε · [Lε
wsws

(∞)− Lε
wsws

(uε)] −→
ε→0

0.

Putting uε = t
ρε , where t – arbitrary fixed number, we get

sup
ε

1
ρε
·
[
Lε

wsws
(∞)− Lε

wsws

( t

ρε

)]
−→
ε→0

0

and
lim

ε

1
ρε
·
[
Lε

wsws
(∞)− Lε

wsws

( b

ρε

)]
= 0,

0 ≤ lim
ε

1
ρε
·
[
Lε

wsws
(∞)− Lε

wsws

( a

ρε

)]
≤ lim

ε

1
ρε
·
[
Lε

wsws
(∞)− Lε

wsws

( a

ρε

)]
= 0.

Thus, with (2.22) we get inequality

lim
ε→0

Cε
ss ≤ lim

ε→0
Cε

ss
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which is possible only on condition of equality lim
ε→0

Cε
ss = lim

ε→0
Cε

ss. of upper and

lower limits.
Analogously we derive equality lim

ε→0
Cε

sk = lim
ε→0

Cε
sk of upper and lower limits Cε

sk

for arbitrary k 6= s.
From it and from uniform restriction in ε of elements of matrix Cε it follows,

that indeed there exists finite limit C = lim
ε→0

Cε. Therefore such image takes place

Lε
wswk

(∞) = δsk + ρεmsCsk + o(ρε), ε → 0.

Using the result with [4], we can assert that

Hε
wswk

(
t

ρε
+ y

)
−Hε

wswk

(
t

ρε

)
−→
ε→0

y · qsk(t) · 1
mk

,

where qsk(t) − (s, k) element of matrix [etC ].
Farther, with (2.12) we find

Hε
wsj

(
t

ρε
+ u

)
−Hε

wsj

(
t

ρε

)
=

=
∞∑

m=1

[ t
ρε +y∫

0

Hε
wswm

(du)Lε
wmj

(
t

ρε
+ y − u

)
−

t
ρε∫

0

Hε
wswm

(du)Lε
wmj

(
t

ρε
− u

)]
.

Integrating by parts, we get

Hε
wsj

(
t

ρε
+ u

)
−Hε

wsj

(
t

ρε

)
=

=
∞∑

m=1

t
ρε∫

0

[
Hε

wswm

(
t

ρε
+ y − u

)
−Hε

wswm

(
t

ρε
− u

)]
Lε

wmj(du) +

+
∞∑

m=1

t
ρε+y∫

t
ρε

Hε
wswm

(
t

ρε
+ y − u

)
Lε

wmj(du)−

−
∞∑

m=1

[
Lε

wmj

(
t

ρε
+ y

)
− Lε

wmj

(
t

ρε

)]
.

Find limit of right part of the last equality as ε → 0. We have

∞∑

m=1

t
ρε+y∫

t
ρε

Hε
wswm

(
t

ρε
+ y − u

)
Lε

wmj(du)−
∞∑

m=1

[
Lε

wmj

(
t

ρε
+ y

)
− Lε

wmj

(
t

ρε

)]
≤

≤
∞∑

m=1

(
Hε

wswm
(y)− I

) [
Lε

wmj

(
t

ρε
+ y

)
− Lε

wmj

(
t

ρε

)]
≤
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≤ sup
m

[
Lε

ωmj

( t

ρε
+ y

)
− Lε

ωmj

( t

ρε

)] ∞∑

m=1

(Hε
ωsωm

(y)− I)−→
ε→0

0

in accordance with lemma 1 and remark (2.19). Fix some T > 0 and, applying
lemma 2, estimate an integral

sup
ε

∞∑

m=1

t
ρε∫

T

[
Hε

wswm

(
t

ρε
+ y − u

)
−Hε

wswm

(
t

ρε
− u

)]
Lε

wmj(du) ≤

≤ [Ay + B] sup
ε,m

∞∫

T

Lε
wmj(du) ≤ [Ay + B] sup

ε,m
[Lε

wmj(∞)− Lε
wmj(T )].

By the choice enough large T expression sup
ε,m

[Lε
wmj(∞) − Lε

wmj(T )] may to do as

enough small with properties of matrix Lε(t).
Finally, as at first

Hε
wswk

(
t

ρε
+ y − u

)
−Hε

wswk

(
t

ρε
− u

)
−→
ε→0

y · qsk(t) · 1
mk

uniformly in u ∈ [0, T ]; secondly, in accordance with lemma 2

lim
ε→0

sup
0≤u≤T

[
Hε

wswk

(
t

ρε
+ y − u

)
−Hε

wswk

(
t

ρε
− u

)]
≤ Ay + B < ∞

and measure Lε
wkj(du) weakly convergences to the measure Lwkj(du), on the basis

of lemma 2 of the work [5] we find, that as j ∈ Ek

T∫

0

[
Hε

wswk

(
t

ρε
+ y

)
−Hε

wswk

(
t

ρε

)]
Lε

wkj(du)−→
ε→0

y · qsk(t) · 1
mk

Lwkj(T ).

Thus, for j ∈ Ek we get finally

Hε
wsj

(
t

ρε
+ y

)
−Hε

wsj

(
t

ρε

)
−→
ε→0

y · qsk(t) · 1
mk

Lwkj . (2.23)

From correlation (2.9) for i ∈ Es, j ∈ Ek (s, k ∈ N) we will have

Hε
ij

(
t

ρε
+ y

)
−Hε

ij

(
t

ρε

)
=

∑

m6∈D

[
Lε

im

(
t

ρε
+ y

)
− Lε

ij

(
t

ρε

)]
· δmj +

+
∞∑

m=1

t
ρε+y∫

0

Lε
iwm

(du)
[
Hε

wmj

(
t

ρε
+ y − u

)
−Hε

wmj

(
t

ρε
− u

)]
.

Using (2.19) and the same reasoning, that and as proving (2.23) we can assert that

Hε
ij

(
t

ρε
+ y

)
−Hε

ij

(
t

ρε

)
−→
ε→0

y · Liws · qsk(t) · 1
mk

· Lwkj
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as i ∈ Es, j ∈ Ek. For completion of proving remind that

Liws = 1, Lwkj =
p
(k)
j

p
(k)
wk

, and mk · p(k)
wk

=
∑

i,j∈Ek

p
(k)
i aij = πk.

Theorem is proved.

3. Conclusions

Conditions on the tolimit matrix of measures and on the limit matrix of full
masses of measures are found. Existence of normalized multiplier ρε such, that on a
time scale t/ρε the asymptotic of difference of the renewal matrix (associated with
family of dependency upon a small parameter of matrix-valued measures with the
block-resoluble infinite-dimensional limit matrix of full masses of measures) on the
finite interval is nontrivial is proved.
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