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CRITERION FOR INDEPENDENCE OF DATA

Abstract

This publication provides a criterion for the independence of data.

The classical theory of statistical conclusions is based on the concept of sampling.
By the definition, a sample is a random vector where components are the results
of observations of some random variable [3, p.7]. In many cases, we make the
assumption that elements of the sample are independent random variables.

In practice, very important is the fact that our data are independent.
Reproduced in this publication criterion can check independent of dates.
We consider some of the random variable ξ. ξ1, ..., ξn, ... are observations of ξ.

We need to find a subsequence of independent random variables.
Let ξ(n) = (ξ1, ..., ξn) be a sample for this random variable ξ.
Lemma. [2, p. 91-95]. Let ξ0, ξ1, ... be a sequence of independent identically

distributed random variables, β = min
k
{k ∈ N | ξk > ξ0}. Then

P{β = k} =
1

k(k + 1)
, k = 1, 2, ... .

Theorem 1. Let (ξ1, ..., ξn) be a sample, P{ξ1 < x} = F (x) be a continuous
function, (ξ1, ..., ξm) be a subsample (m < n), ξ(1), ..., ξ(m) be a variational series of
subsample.

1. If β = min{k ∈ N : ξm+k > ξ(m)}, then P{β > k} =
m

m + k
.

2. If β = min{k ∈ N : ξm+k > ξ(m−r+1)}, then P{β > k} =
Cr

m

Cr
m+k

and if

r ≥ 2, x > 0 then P{β ≤ mx} → 1− 1
(1+x)r , m →∞.

3. If β = min{k ∈ N : ξm+k ≤ ξ(1)}, then P{β > k} =
m

m + k
.

4. If β = min{k ∈ N : ξm+k < ξ(r)}, then P{β > k} =
Cr

m

Cr
m+k

and if r ≥ 2,

x > 0, P{β ≤ mx} → 1− 1
(1+x)r , m →∞.

Proof. First note that the first statement is a partial case of the second assertion
and the third statement is a partial case of the fourth assertion. So just prove the
second assertion.

With the same reasoning as in Lemma, we get that

{β > k} ⇔ {ξ(r) of the subsample ξ1, ..., ξm+k is ξ(m−r+1) of the sample} ⇔

{ξ(r) of the subsample ξ1, ..., ξm+k match ξ(r) of the subsample ξ1, ..., ξm}.

Among the ξ1, . . . , ξm+k we can choose r values by C
r

m+k ways and among the

ξ1, . . . , ξm we can choose r values by C
r

m ways. Therefore P{β > k} =
C

r

m

C
r

m+k

.




