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Abstract

In this article we consider killed Markov decision processes for countable
models on finite time interval. Existence of a uniform ε-optimal policy is proved.
We showed correctness of the fundamental equation. Optimal control problem is
reduced to a similar problem for derived model. We receive optimality equation
and method for simple optimal policies constructing. Sufficient of simple policies
for countable models is proved. We show correctness of the Markovian property.
Additionally dynamic programming principle is considered.

1. Introduction
Markov decision processes arise in different areas of economics, in particular for

economic work planning of separate business, economic sector or entire economics.
At the beginning of each period we can build the plan for the next period knowing
the last achieved state. The system development can be described mathematically
as deterministic process if we assume that the system state at the end of each period
is uniquely defined by the state at the end of period and by a plan for this period.

But it is necessary to consider the influence of such factors as meteorological
conditions, demographic transition, demand fluctuations, the imperfection of the
compound production processes coordination, scientific discoveries and inventions
etc. Stochastic models are better able to take into account these factors: if we
know the state at the beginning of the period and a plan, we can only calculate
the probability distribution for the next period. Therefore, leaving aside the system
states in the past periods we come to the idea of Markov decision process (”the
future depends not on the past, but only on the present”).

The Markov decision processes are well described in [1]: the definition of Markov
decision process is given, the concept of ”model” Zµ is presented, the definition of
policy π is given, the assessment of policy - ω(π) and ν - assessment of process Zµ

are defined, the existence of a uniform ε-optimal policy is proved, the optimality
equation and method for simple optimal policies constructing are presented, the
sufficient of simple policies for countable models is proved, the correctness of the
Markovian property is shown and dynamic programming principle is considered.

In [1] the model does not take into account the risk factor, namely the probability
of bankruptcy at some determined moment of time. As a result, we come to the idea
of killed Markov decision process where the business can crash with some nonzero
probability at every moment of time, with the exception of the initial state. The
basic ideas about killing of Markov processes is given in [3].

The concept of killed Markov decision process brings us closer to the real eco-
nomic system which is not typical without such risk.




