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Abstract

In the paper, an optimal control problem described by a system of Volterra
type two-dimensional difference equations is studied. A necessary optimality
condition is obtained in the form of Pontryagin’s discrete maximum principle.
In the case of convexity of controls domain the necessary optimality condition
in the form of linearized maximum principle is proved. Analogy of the Euler
equation is introduced under the assumption of openness of the controls domain.

Introduction. Various difference equations representing difference analogies of
differential, integro-differential, integral equations and also the equations of math-
ematical physics (see for example [1-6] are oftenly used while modeling many real
processes of military matters, production, economy, dynamics of population and etc.

To the present time the optimal control problems described by ordinary differ-
ential equations and equations of mathematical physics (see for example [7-14] have
been studied enough.

The suggested paper is devoted to investigation of an optimal control problem
described by a system of two-dimensional difference equations of Volterra type rep-
resenting a difference analogy of hyperbolic type integro- difference equation with
the Goursat boundary conditions. Different necessary optimality conditions of first
order are obtained. Necessary and sufficient optimal condition is proved in one
special case. Notice that the optimal control problems described by Volterra type
integral equations have been studied in the papers [5-21] and others. Notice that
such a problem is studied for the first time.

1. Problem Statement. Assume that the controlled problem is described by
the following system of Volterra type difference equations:

z(t + 1, x + 1) =
t∑

τ=t0

x∑
s=x0

f(t, x, τ , s, z(τ , s), u(τ , s)),

t ∈ T = {t0, t0 + ,...,t1 − 1} , x ∈ X = {x0, x0 + ,...,x1 − 1}
(1.1)

with boundary conditions

z(t0, x) = α(x), x ∈ X ∪ x1,

z(t, x0) = b(t), t ∈ T ∪ t1, a(x0) = b(t0) = a0.
(1.2)

Here, z(t, x) is an n dimensional state vector, a(x), b(t) are the given n−dimensional
discrete vector-functions, t0, t1, x0, x1 are given, the differences t1 − t0, x1 − x0




