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SINGULAR CONTROLS IN THE SENSE OF
PONTRYAGIN’S MAXIMUM PRINCIPLE FOR

CONTROLLED SYSTEMS WITH THREE-POINT
BOUNDARY CONDITIONS

Abstract
An optimal control problem wherein the system’s state is determined from

controlled system of ordinary differential equations with three-point boundary
conditions is considered in the paper. Admissible controls are chosen from a
class of bounded and measurable functions. Validity of Pontryagin’s maximum
principle is proved for the investigated class of problems. A formula for an
increment of a second order functional is calculated. Necessary optimality con-
dition for singular controls in the sense of Pontryagin’s maximum principle is
obtained in the base of needle-shaped control variation.

1. Introduction. Problem Statement. It is known that the solution of many
problems of mechanics and control processes [1] is reduced to two-point, three-point
and multi-point boundary value problems. The optimal control problems where a
control process is described by two-point boundary conditions are considered in the
papers [2-5]. In these papers, first and second order necessary optimality conditions
are obtained.

Since in optimal control problems with three-point boundary conditions the so-
lution of the adjoint system undergoes first kind discontinuity at the internal point,
direct application of solution methods of two-point boundary value problems to op-
timal control problems with three-point boundary conditions is impossible. In the
paper [6], an optimal control problem wherein system’s state is described by means of
three-point boundary conditions is investigated and a first order necessary optimal-
ity condition is obtained. The goal of the paper is to derive second order necessary
optimality condition when a first order necessary optimality condition degenerates.

Let the state of the investigated object be described by a system of differential
equations with three-point boundary conditions:

ẋ = f (x, u, t) , t ∈ T = [t0, t2] (1)

Ax (t0) + Bx (t1) + Cx (t2) = D. (2)

Here, it is assumed that x = (x1, x2, ..., xn) is an n-dimensional state vector;
f (x, u, t) is an n-dimensional given function; A,B,C ∈ Rn×n and D ∈ Rn×1 are the
known constant matrices; u = (u1, u2, ..., ur) is an r- dimensional control parameter;
t1 ∈ (t0, t2) is a fixed point.

The goal of the optimal control problem is to minimize the functional

J (u) = ϕ (x (t0) , x (t2)) +
∫

T

F (x, u, t) dt (3)

on the solution of phase system (2.1) (2.2) in the class of admissible controls

U = {u ∈ Lr
∞ (T ) ;u (t) ∈ V, t ∈ T} , (4)




