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ON THE FIRST PASSAGE TIME OF ONE-SIDED
NONLINEAR BOUNDARY BY THE TRAJECTORY

OF MARKOV CHAIN

Abstract

In paper, a theorem on Kolmogorov’s strong law for the first passage time
of Markov chain for the nonlinear boundary dependent on growing parameter is
proved.

1. Introduction. Let X = {Xn, n ≥ 0} be a realvalued inhomogeneous in time
Markov chain with transition probability

P (Xn+1 ∈ B/Xn = x) = Pn (x,B) , (1)

where x ∈ R = (−∞,∞) and B ∈ β (R) is σ algebra of Borel subsets R.
We consider a family of the first passage moments

τa = inf {n : Xn > fa (n)} (2)

of the Markov chain X for the nonlinear boundary fa (t) , t ≥ 0 dependent on some
growing parameter a > 0, and fa (1) ↑ ∞ as a → ∞. When the Markov chain

Xn =
n∑

k=1

ξk is generated by the sums of independent identical random variables,

there are many results in references on asymptotic behavior of distribution of the
first passage moment τa. Statement of the results in this direction are in the papers
[1], [7], [10], [15] and in monographs [2], [3], [19]. These works are on the base of
the theory of boundary problems for random walks.

The boundary problems for the Markov chain were studied in the recent papers
[4], [5] in which the linear boundary value problems (i.e. when fa (t) ≡ a) related
with the first passage time τa are studied.

At present, there are many papers [6], [8], [9], [11], [12], [14], [26], [17] devoted
to the boundary value problems of the Markov chain, i.e. to the problems related
with achievement of the boundary by trajectory the Markov chain. These papers
give ground to speak on the existence theory of boundary problems for the Markov
chain. In the paper, Kolmogorov’s strong law is proved for the first passage moment
of τa of the form (2) of the Markov chain. In linear statement fa (t) ≡ a this problem
was studied in [16]. Similar problems for the ordinary process of summation of in-
dependent identical random variables were studied in the papers [1], [3], [15] and [19].

2. Conditions and formulation of basic results. We’ll assume that the
function fa (t) is of the form fa (t) = ag (t), where the positive function g (t) is
continuous, concave and monotonically increases for t ≥ T , (T > 0 is a large number)
Furthermore, the function g (t) regularly varies at the infinity with the index 0 ≤
β < 1, i. e. it has the form g (t) = tβL (t), where L (t) is a slowly changing function
at the infinity [18] L (t) = const, L (t) = ln t, L (t) = ln ln t, L (t) = arctgt are
typical examples for the function L (t).

For the Markov chain we’ll assume that it is a chain with a drift asympyotically
homogeneous in time and in space, i.e. the jump ξn (x) of the chain from the state x




