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COERCIVE SOLVABILITY OF QUADRATIC

OPERATOR AND DIFFERENTIAL PENCILS BY

SPECTRAL PARAMETER

Abstract

In the paper, coercive solvability of a second order differential operator is
studied, two fold completeness of the root vectors of corresponding quadrature
operator pencil is proved.

Introduction. In the paper [1] published in 1951 M.V. Keldysh introduced
an important notion of n-fold completeness of the root vectors and proved a fun-
damental theorem on n-fold completeness for a polynomial operator pencil with a
principal part generated by a self-adjoint operator. In the sequel, these results were
completed in the papers [2]− [5] (detailed references is for example in [5]).

In this paper, coercive solvability by a spectral parameter and two fold com-
pleteness of the root vectors is proved for a class of quadratic operator pencils of
not Keldysh type.

Sometimes it is succeeded to replace the conditions of coerciveness or coercive-
nesss with defect of operator pencils on rays by the conditions on operator coefficients
of the pencil. In the present paper, we show that for a class of quadratic operator
pencils of not Keldysh type the coerciveness condition on the rays may be replaced
by the conditions on operator coefficients.

In the Banach space E consider the operator pencil:

L (λ) = λnI + λn+1A1 + ... + An, (0.1)

where An , k = 1 ÷ n are, generally speaking, unbounded operators. Obviously,

D (L (λ)) =
n⋂

k=1

D (Ak) for λ 6= 0.

The number λ0 is said to be eigen value of the pencil L (λ) if the equation
L (λ0) u = 0 has a non-trival solution u ∈ D (L (λ0)). The vector u0 6= 0 satisfying
the equation L (λ0) u0 = 0 is called an eigen vector of the pencil L (λ) corresponding
to the eigen value λ0.

The vectors u1, ..., uk connected with the eigen vector u0 by the relations

L (λ0)up +
1
1!

L′ (λ0) up−1 + ... +
1
p
L(p)(λ)u0 = 0, p = 0÷ k

are said to be adjoint vectors to the eigen vector u0 of the pencil L (λ).
The eigen and adjoint vectors of a pencil are united under the general name of

the root vectors of a pencil.
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The point µ of a complex plane is called a regular point of the pencil L (λ) if the
operator L (µ) has a bounded inverse L−1 (m) determined on the space.

Completion of regular points set in a complex plane is said to be spectrum of
the pencil L (λ).

A spectrum of the pencil L (λ) is said to be discrete if
a) all the points of λ not coinciding with eigen values of the pencil L (λ) are

regular points of the pencil L (λ);
b) eigen values are isolated and have finite algebraic multiplicitics;
c) infinity is a unique limit point of eigen values set of the pencil L (λ).
Below, L−1 (λ) is written only in regular points of the pencil.
In the Banach space E consider the Cauchy problem:

L (Dt) u = u(n) (t) + A1u
(n−1) (t) + ... + Anu (t) = 0, (0.2)

u
(k)
(0) = ϑk+1, k = 0÷ (n− 1) , (0.3)

where ϑk+1 are the given vectors from E.
The function u (t) of the form

u (t) eλ0t

(
tk

k!
u0 +

tk−1

(k − 1)!
u1 + ... +

t

1!
uk−1 + uk

)
(0.4)

is a solution of equation (0.2) iff u0, u1, .., uk is a chain of the root vectors corre-
sponding to the eigen value λ0 of pencil (1). The solution of the form (0.4) is called
an elementary solution of equation (0.2).

Natural desire to approximate the solution of problem (0.2),(0.3) by linear com-
binations of elementary solutions of (0.4) leads to the fact that the vector (ϑ1, ..., ϑn)
should be approximated by linear combinations of vectors of the form

(
u (0) , u′ (0) , ..., u(n−1) (0)

)
. (0.5)

The system of vectors (0.5) is called a Keldysh system of the pencil (0.1).
Let Ek, k = 1 + n be Banach spaces continuously imbedded into E.

The system of the root vectors of the pencil L (λ) is called n- fold complete in
E1× ...×En if the Keldush system (0.5) of the pencil L (λ) is complete in the space
E1 × ...× En.

The lower bound of the numbers η satisfying the estimation

n∑

k=0

|λ|n−k−η
∥∥L−1 (λ)

∥∥
B(E,Ek)

≤ C, λ ∈ G (a, ϕ)

|λ| → ∞, where G (a, ϕ) is an angle of complex plane centered at a and with angle
ϕ is called a defect of coerciveness of the pencil L (λ) at the angle G (a, ϕ).

Now, cite a theorem from [7, p. 430, II] .
Theorem A. Let
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1. There exist Hilbert spaces Hk, k = 0÷ n, for which compact imbeddings

Hn ⊂ Hn−1 ⊂ ... ⊂ H0 = H hold

2. Hk

∣∣
Hk−1

= Hk−1, k = 1÷ n

3. For some p > 0, J ∈ σp (Hk,Hk−1), k = 1÷ n

4. The operators Ak, k = 1÷ n from Hk to H be bounded.
5. There exist the rays lk (a) with angles between neighboring rays no more than

π/p and integer m such that
∥∥L−1 (λ)

∥∥
B(H,Hn−1)

≤ C |λ|m , λ ∈ lk (a) , |λ| → ∞.

Then the spectrum of the pencil L (λ) = λnI + λn−1A1 + ... + An is discrete and
the system of the root vectors of the pencil L (λ) is n-fold complete in the space
Hn ×Hn−1 × ...×H1.

1. Coercive solvability by spectral parameter
of quadratic operator pencils

Consider a quadratic operator bundle

L (λ) = λ2I + λ (A + A1) + (B + B1) , (1.1)

with unbounded operators A,A1, B, B1.

Theorem 1.1. Let
10. The operator A in the Banach space E be invertible the operator B in E be

closed;
20. There exist the numbers α ∈ (0, 1], β ∈ (0, 1] such that

‖R (λ,−A)‖ ≤ c |λ|−α , λ ∈ S, |λ| → ∞,

∥∥R
(
λ,−BA−1

)∥∥ ≤ c |λ|−β , λ ∈ S, |λ| → ∞,

where S is a set of complex plane diverging to infinity;
30. α + β > 1, D (B) ⊃ D

(
A2

)
and for any ε < 0

‖Bu‖ ≤ ε
∥∥A2u

∥∥α+β−1 ‖u‖2−α−β + c (ε) ‖u‖ , u ∈ D
(
A2

)
;

40. A1 be an operator in E, D (A1) ⊃ D (A) and for any ε < 0

‖A1u‖ ≤ ε ‖Au‖α+β−1 ‖u‖2−α−β + c (ε) ‖u‖ , u ∈ D (A) ;

50. B1 be an operator in E, D (B1) ⊃ D (B) and for any

‖B1u‖ ≤ ε ‖Bu‖α+β
2 ‖u‖ 2−α−β

2 + c (ε) ‖u‖ , u ∈ D (B) .

Then for all λ ∈ S, |λ| → ∞ the operator

L (λ) = λ2I + λ (A + A1) + (B + B1) ,
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in E is invertible and it holds the estimation

|λ|α+β
∥∥L−1 (λ)

∥∥ + |λ|α+β−1
∥∥AL−1 (λ)

∥∥ + |λ|α+β−2
∥∥BL−1 (λ)

∥∥ ≤ C.

λ ∈ S, |λ| → ∞.

Proof. Show that for a pencil

L0 (λ) =
(
λI + BA−1

)
(λI + A) = λ2I + λ

(
A + BA−1

)
+ B (1.2)

it holds the estimation

|λ|α+β
∥∥L−1

0 (λ)
∥∥ + |λ|α+β−1

∥∥AL−1
0 (λ)

∥∥+

+ |λ|α+β−2
∥∥BL−1

0 (λ)
∥∥ ≤ C, λ ∈ S, |λ| → ∞. (1.3)

By condition 20 and representation

L−1
0 (λ) = (λI + A)−1 (

λI + BA−1
)−1

the first two summands in (1.3) are easily estimated.
Since from (1.2) we have

BL−1
0 (λ) = I − λ2L−1

0 (λ)− λ
(
A + BA−1

)
L−1

0 (λ)

for λ ∈ S, |λ| → ∞

|λ|α+β−2
∥∥BL−1

0 (λ)
∥∥ ≤ |λ|α+β−2 + |λ|α+β

∥∥L−1
0 (λ)

∥∥ +

+ |λ|α+β−1 (∥∥AL−1
0 (λ)

∥∥ +
∥∥BA2

∥∥ · ∥∥AL−1
0 (λ)

∥∥) ≤ C.

So, estimation (1.3) is proved.
Since the perturbation operator pencil is of the form

L1 (λ) = L (λ)− L0 (λ) = λ
(
A1 −BA−1

)
+ B1, (1.4)

then by conditions 30, 40, 50 and estimation (1.3) for λ ∈ S, |λ| → ∞ and any ε > 0
we have

|λ| · ∥∥(
A1 −BA−1

)
L−1

0 (λ)
∥∥ +

∥∥BL−1
0 (λ)

∥∥ ≤ |λ| (∥∥A1L
−1
0 (λ)

∥∥ +

+
∥∥BA−1L−1

0 (λ)
∥∥)

+ ε
∥∥BL−1

0 (λ)
∥∥α+β

2
∥∥L−1

0 (λ)
∥∥ 2−α−β

2 + c (ε)
∥∥L−1

0 (λ)
∥∥ ≤

≤ |λ| ε ∥∥AL−1
0 (λ)

∥∥α+β−1 ∥∥L−1
0 (λ)

∥∥2−α−β + ε
∥∥AL−1

0 (λ)
∥∥α+β−1×

×∥∥A−1L−1
0 (λ)

∥∥2−α−β + c (ε)
∥∥A−1L−1

0 (λ)
∥∥ + c (ε) + c (ε)

∥∥L1
0 (λ)

∥∥ ≤
≤ C (ε) + C (ε) |λ|1−α−β .

So, for λ ∈ S, |λ| → ∞
∥∥L1 (λ) L−1

0 (λ)
∥∥ ≤ ∥∥[

λ
(
A1 −BA−1

)
+ B1

]
L−1

0 (λ)
∥∥ ≤ q < 1. (1.5)
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Then it follows from (1.4) that for λ ∈ S, |λ| → ∞ the operator L (λ) in E is
invertible and

L−1 (λ) = L−1
0 (λ)

[
I + L1 (λ) L−1

0 (λ)
]−1

.

Hence, by (1.3) and (1.5) we have

|λ|α+β
∥∥L−1 (λ)

∥∥ + |λ|α+β−1
∥∥AL−1 (λ)

∥∥ + |λ|α+β−2
∥∥L−1 (λ)

∥∥ ≤ C.

for λ ∈ S, |λ| → ∞. The theorem is proved.

2. Two-fold completeness of root vectors
of an unbounded quadratic pencil

Let the operator A act in the Hilbert space H with domain of definition D (A).
Convert D (A) into the Hilbert space with the norm:

‖u‖H(A) =
(
‖Au‖2 + ‖u‖2

) 1
2
,

where ‖·‖ is a norm in the space H.
Theorem 2.1. Let
10. Operator A in the Hilbert space H be invertible and have a dense domain of

definition; the operator B and H be closed;
20. D (A) ⊃ D (B),H (B)

∣∣∣
H(A)

= H (A) for some p > 0, J ∈ σp (H (A) ,H),

J ∈ σp (H (A) ,H (A))
30. there exist the rays `k (a) with angles between the neighbering rays no more

than π/p and the numbers α ∈ (0, 1], β ∈ (0, 1] such that

‖R (λ,−A)‖ ≤ C |λ|−α , λ ∈ `k (a) , |λ| → ∞,

∥∥R
(
λ,−BA−1

)∥∥ ≤ C |λ|−β , λ ∈ `k (a) , |λ| → ∞;

40. α + β > 1, D (B) ⊃ D
(
A2

)
and for any ε > 0

‖Bu‖ ≤ ε
∥∥A2u

∥∥α+β−1 ‖u‖−2−α−β + c (ε) ‖u‖ , u ∈ D
(
A2

)
;

50. A1 be an operator in H: D (A1) ⊃ D (A) and for any ε > 0

‖A1u‖ ≤ ε ‖Au‖α+β−1 ‖u‖−2−α−β + c (ε) ‖u‖ , u ∈ D (A)

60. B1 be an operator in H,D (B1) ⊃ D (B) and for any ε > 0

‖B1u‖ ≤ ε ‖Bu‖α+β
2 ‖u‖−2−α−β

2 + c (ε) ‖u‖ , u ∈ D (B) .

Then the spectrum of the pencil (1.1) is discrete and the system of the root vectors
of the pencil (1.1) is two fold complete in the space H (B)×H (A) .

Proof. Apply theorem A to the pencil (1.1).
By 10, 20, for H2 = H (B), H1 = H (A) , H0 = H, conditions 1-3 of theorem A

are fulfilled.
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By theorem 1.1. conditions 4 and 5 of theorem A are also fulfilled.
There by, all the conditions of theorem A are fulfilled and consequently the sys-

tem of root vectors of the pencil (1.1) is two fold complete in the space H (B)×H (A) .

3. Coercive problems for in principle weightless
ordinary differential equations

The problems both for ordinary differential equations and weightless partial dif-
ferential equatons have not been almost investigated. Here we investigate regular
problems for a class of in principle weightless ordinary differential equations with
quadratic spectral parameter.

3.1. Coerciveness of the problem. Consider a problem with a quadratic
spectral parameter

L (λ) u = λ2u (x) + λ
(
au(2m) (x) + A1u

)
+

(
bu2p

(x) + B1u
)

= f (x) , (3.1)

for p ≤ m with conditions

Lνu = ανu
(mν) (0) + βνu

(mν) (1) +
Nν∑

k=1

δνku
(mν) (xνk) + Tνu = 0, (3.2)

ν = 1÷ 2m, and for m < p < 2m additionally

L2m+su = Lνsu
(2m) = 0, s = 1÷ (2p− 2m) , (3.3)

where m ≥ 1, χνk ∈ (0, 1) , 1 ≤ νs ≤ 2m.
Theorem 3.1. Let
1. a 6= 0, b 6= 0, m ≥ 1, mν ≤ 2m− 1;
2. p ≤ m

θ1 =

∣∣∣∣∣∣∣

α1ω
m1
1 ...α1ω

m1
m β1ω

m1
m1−1... β1ω

m1
2m

.... ...... .... ... ... .....

α2mωm2m
1 ...α2mωm2m

m β2ω
m2
m+1... β2ω

m2m
2m

∣∣∣∣∣∣∣
6= 0, (3.4)

where ω1 = 1, ω2 = e
i
π

m , ..., ω2m = e
i
π

m
(2m−1)

.

3. for m < p < 2m, in addition θ1 6= 0, mνs ≤ 2p− 2m + 1 and

θ2 =

∣∣∣∣∣∣∣

αν1s
mν1
1 ...βν1

s
mν1
p−m+1...

.... ...... .... ... ... .....

αν2p−2ms
mν2p−2m

1 ...βν2p−2m
s
mν2p−2m

p−m+1

∣∣∣∣∣∣∣
6= 0, (3.5)

where s1 = 1, s2 = e
i

π

p−m, ..., s2p−2m = e
i

π

p−m
(2p−2m−1)

.

4. The operator A1 from W 2m
q (0, 1) in Lq (0, 1) is compact, where q ∈ (1,∞).
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5. The operator B1 from W 2p
q (0, 1) in Lq (0, 1) is compact;

6. for some η ∈ [1,∞) the functionals Tν in Wmν
η (0, 1) are continuous.

Then for any ε > 0 there exists R ∗ ∗ such that for all complex numbers λ for
which |λ| > R and λ ∈ G (0,mπ − π + arg a + ε,mπ + π + arg a− ε) for p ≤ m;

λ ∈ G (0, mπ − π + arg a + ε,mπ + π + arg a− ε)∩

∩G (0, (p−m) π − π + arg b− arg a + ε, (p−m) π + π + arg b− arg a− ε)

for m < p < 2m, problem (3.1)-(3.3) has a unique solution u ∈ W 2m
q (0, 1) ∩

W 2q
q (0, 1) and for these λ for the solution of problem (3.1)-(3.3) it holds the esti-

mation

|λ|2 ‖u‖Lq(0,1) + |λ| · ‖u‖W 2m
q (0,1) + ‖u‖

W 2p
q (0,1)

≤ c ‖f‖Lq(0,1) .

Proof. In order to reduce the problem (3.1)-(3.3) to the operator pencil to
which the results of 1 of theorem 1.1 are applicable, in Lq (0, 1) we introduce the
operators A, B by the equalities

D (A) = W 2m
q ((0, 1) ; Lνu = 0, ν = 1÷ 2m) ,

Au = au(2m) (x) + ωu (x) , ω ∈ /C,

D (B) = W 2m
q ((0, 1) ; Lνu = 0, ν = 1÷ 2p) .

Then problem (3.1)-(3.3) is reduced in the space Lq (0, 1) to the equation

L (λ) u = λ2u + λ (A + A1) u + (B + B1) u = f. (3.6)

From conditions 1.2 and 6 by theorem 2 [8] it follows that the operator A for
some ω ∈ /C is invertible i.e. it satisfies condition 1 of theorem 1.1. Theorem 2 [8]
also yields that for

λ ∈ S1 = G (0,mπ − π + arg a + ε,mπ + π + arg a− ε) , |λ| → ∞,

‖R (λ,−A)‖ ≤ c |λ|−1 , (3.7)

i.e. the operator A satisfies condition 20 of theorem 1.1 in the set S1.
For p ≤ m the operator BA−1 in Lq (0, 1) is bounded. So, for all |λ| → ∞

∥∥R
(
λ,−BA−1

)∥∥ ≤ c |λ|−1 ,

i.e. the operator BA−1 satisfies condition 20 of theorem 1.1 in the set S2 = /C.
Now, consider the case m < p < 2m. Since for 2m ≤ k, u ∈ W k−2m

q (0, 1) it
holds the estimation

DkA−1u = a−1Dk−2m
[(

aD2m + ω
)− ω

]
A−1u = a−1Dk−2mu− ωDk−2mA−1u,
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then for u ∈ D
(
BA−1

) ⊂ W 2p−2m
q (0, 1) we have

BA−1u = ba−1D2p−2mu− bωD2p−2mA−1u, (3.8)

and for s = ÷ (2p− 2m)

L2m+sA
−1u = a−1

(
αpsu

(mps ) (0) + βνs
u(mνs) (1) +

mνs∑

k=1

δνsku
(mνk) (xνk

)

)
−

−ω

(
ανs

[
Dmνs A−1u

]
x=0

+ βνs

[
Dmνs A−1u

]
x=1

+
mνs∑

k=1

δνsk

[
Dmνs A−1u

]
x=xνk

)
+

+TνsA
−1u.

Obviously, the functional aL2m+sA
−1 is of the form

L̃su = aL2m+sA
−1u = ανsu

(mνs ) (0) + βνs
u(mνs) (1)+

+
Nνs∑

k=1

δνsku
(mνs ) (xνsk) + T̃su,

where the functional

T̃su = −aω
(
ανs

[
Dmνs A−1u

]
x=0

+ βνs

[
Dmνs A−1u

]
x=1

+

+
Nνs∑

k=1

δνsk

[
Dmνs A−1u

]
x=xνsk


 + aTνsA

−1u

is continuous in Lq (0, 1). So, the operator BA−1 is defined by the equalities

D
(
BA−1

)
= W 2p−2m

q

(
(0, 1) , L̃su = 0, s = 1÷ (2p− 2m)

)

in (3.8). By conditions 1.3 and 6, to the operator BA−1 we apply the norm 2 [8],
whence it follows that for

λ ∈ S2 =

= G (0, (p−m) π − π + arg b− arg a + ε, (p−m)π + π + arg b− arg a− ε) ,

|λ| → ∞
∥∥R

(
λ,−BA−1

)∥∥ ≤ C |λ|−1 , (3.9)

i.e. the operator BA−1 satisfies condition 20 of theorem 1.1 in the set S2.
Show that condition 30 of theorem 1.1 holds i.e. D (B) ⊃ D

(
A2

)
and for ε > 0

‖Bu‖ ≤ ε
∥∥A2u

∥∥ + C (ε) ‖u‖ , u ∈ D
(
A2

)
.

In fact, it follows from u ∈ D
(
A2

)
that u ∈ D (A) , Au ∈ D

(
A2

)
. Consequently,

Lνu = 0, LνAu = aLνu
(2m) +ωLνu = 0, ν = 1÷2m. So, the function u (x) satisfies

both the conditions (2.2) and (3.3), i.e. u ∈ D (B).
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On the other hand, by the known estimation [9, p. 145]
∥∥∥u(k)

∥∥∥
L∞(0,1)

≤ ε
∥∥∥u(n)

∥∥∥
Lq(0,1)

+ C (ε) ‖u‖Lq(0,1) , ∗∗

for u ∈ D
(
A2

)
we have

‖Bu‖Lq(0,1) ≤ C
∥∥∥u(2p)

∥∥∥
Lq(0,1)

≤ ε
∥∥∥u(4m)

∥∥∥
Lq(0,1)

+

+C (ε) ‖u‖Lq(0,1) ≤ ε
∥∥A2u

∥∥
Lq(0,1)

+ C (ε) ‖u‖Lq(0,1) ,

Q.E.D.

It follows from condition 4 that

‖A1u‖Lq(0,1) ≤ ε ‖u‖W 2m
q (0,1) ≤ C (ε) ‖u‖Lq(0,1) ≤

≤ ε ‖Au‖Lq(0,1) + C (ε) ‖u‖Lq(0,1) ,

i.e. the operator A1 satisfies condition 40 of theorem 1.1. In the same way, it follows
from condition S that

‖B1u‖Lq(0,1) ≤ ε ‖Bu‖Lq(0,1) ≤ C (ε) ‖u‖Lq(0,1) , u ∈ D (B) .

So, all the conditions of theorem 1.1 are verified for problem (3.6), whence the
statement of theorem 3.1 follows.

3.2. Two-fold completeness of root functions of the problem
For m < p consider the homogeneous equation

L (λ) 0 = λ2u (x) + λ
(
au(2m) (x) + A1u

)
+

+
(
bu(2p) (x) + B1u

)
= 0, (3.10)

with conditions
Lνu = 0, ν = 1÷ 2p, (3.11)

where Lν are determined by equalities (3.2) , (3.3) .

Theorem 3.2. Let
1. a 6= 0, b 6= 0, m ≥ 1, m < p < 2m, mν ≤ 2m− 1, mνs ≤ 2p− 2m.
2. The determinants of (3.4) and (3.5) be not zero;
3. The operator A1 from W 2m

2 (0, 1) in L2 (0, 1) be compact;
4. The operator B1 from W 2p

2 (0, 1) in L2 (0, 1) be compact;
5. For some η ∈ [1,∞) the functionals Tν in Wmν

2 (0, 1) be continuous.
Then the spectrum of problem (3.10) − (3.11) is discrete and the system of root

functions of problem (3.10)− (3.11) is two-fold complete in

W 2p
2 ((0, 1) , Lνu = 0, ν = 1÷ 2p)×W 2m

2 ((0, 1) , Lνu = 0, ν = 1÷ 2m) .
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Proof. Introducing in L2 (0, 1) the operators A and B by the equalities

D (A) = W 2m
2 ((0, 1) , Lνu = 0, ν = 1÷ 2m)

Au = au(2m) (x) + ωu (x) , ω ∈ /C,

D (B) = W 2p
2 ((0, 1) , Lνu = 0, ν = 1÷ 2p)

Bu = bu(2p) (x) ,

we reduce problem (3.10)− (3.11) in L2 (0, 1) to the equation

L (λ) u = λ2u + λ (A + A1) u + (B + B1)u = 0. (3.12)

In proving theorem 3.1 for problem (3.12) , all the conditions of theorem 3.2
except D (A) = L2 (0, 1) and conditions 2 are verified. The equality

W 2p
2 ((0, 1) , Lνu = 0, ν = 1÷ 2p) = L2 (0, 1)

follows from [12].
The relation

D (A) = W 2m
2 ((0, 1) , Lνu = 0, ν = 1÷ 2m) ⊃ W 2p

2 ((0, 1) , Lνu = 0, ν = 1÷ 2p)

follows from m < p. The equality

H (B)|H(A) = W 2p
2 ((0, 1) , Lνu = 0, ν = 1÷ 2p)|W 2m

2 (0,1) =

= W 2m
2 ((0, 1) , Lνu = 0, ν = 1÷ 2m) = H (A)

then D
(
A2

) ⊂ D (B). In fact since H (A2)
∣∣∣
H(A)

= H (A) , then H (B)
∣∣∣
H(A)

=

H (A) . From [10, p. 437/14] the equivalence relation

Sj

(
J,WS1

2 (0, 1) ,WS0
2 (0, 1)

)
∼ j−(S1−S0)S1 > S0, (3.13)

it follows that for some

ρ > 0 J ∈ σρ (H (A) ,H) , J ∈ σρ (H (B) ,H (A)) .

Really, it follows from (3.13)

Sj

(
J,W 2m

2 (0, 1) , L2 (0, 1)
) ∼ j−2m

that
Sj

(
J,W 2p

2 (0, 1) ,W 2m
2 (0, 1)

)
∼ j−(2p−2m).

On the other hand, H (A) = W 2m
2 ((0, 1) , Lνu = 0, ν = 1÷ 2m) and H (B) =

W 2p
2 ((0, 1) , Lνu = 0, ν = 1÷ 2p) are the sub-spaces of W 2m

2 (0, 1) and W 2p
2 (0, 1) ,

respectively. Then, for ρ > max
{

1
2m

,
1

2p− 2m

}
, J ∈ σρ (H (A) ,H) and
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J ∈ σρ (H (B) ,H (A)). So, condition 20 of theorem 2.1 is verified. Since the esti-
mation (3.7) and (3.9) are fulfilled expect two arbitrary small angles

G (0,mπ + π + arg a− ε,mπ + π + arg a + ε)

and

G (0, (p−m) π + π + arg b− arg a− ε, (p−m) π + π + arg b− arg a + ε)

everywhere in a complex plane, then condition 30 of theorem 2.1 is fulfilled in the
complete form.

So, theorem 2.1 is applicable to problem (3.12), whence the statement of theorem
3.2 follows.
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