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Abstract

We consider an optimal control problem wherein the state of a system is de-
termined from controlled system of ordinary differential equations with two-point
boundary conditions. Admissible controls are chosen from a class of bounded
and measurable functions. Validity of the Pontryagin’s maximum principle is
proved for the investigated class of problems. Increment formula of the second
order functional is calculated. On the base of the needle-shaped variations con-
trol we get necessary optimality conditions for singular controls in the sense of
the Pontryagin’s maximum principle.

Problem statement. The investigation object of the present paper is optimal
control problems in systems of first order nonlinear ordinary differential equations
with the boundary conditions:

·
x = f (x, u, t) , x (t) ∈ Rn, t ∈ T = [t0, t1] , (1.1)

Ax (t0) +Bx (t1) = C. (1.2)

Here f (x, u, t) is the given n−dimensional vector-function continuous in to-
tality of variables together with respect to x up to the second order inclusively;
A,B ∈ Rn×n, C ∈ Rn×1 are constant matrices,u (t) is r−demensional measurable
and bounded vector of controlling effects on the segment T.

It is assumed that almost everywhere on this segment the controlling effects
satisfy the boundedness of the type of the inclusion:

u (t) ∈ U, t ∈ T, (1.3)

where U is a compact from the space Rr.
The goal of the optimal control problem is the minimization of the functional

J (u) = ϕ (x (t0) , x (t1)) +
∫
T

F (x, u, t) dt (1.4)

determined in the solutions of boundary value problem (1.1) , (1.2) for admissible
control satisfying the condition (1.3). Here we assume that the scalar functions
ϕ (x, y) and F (x, u, t) are continuous by their argumets and have continuous and
bounded partial derivatives with respect to x and y up to the second order inclusively.

Let under some conditions the boundary value problem (1.1) , (1.2) for each ad-
missible process u (t) ∈ U, t ∈ T have a unique solution x (t, u). Admissible control
{u (t) , x (t, u)}, being a solution of the problem (1.1) − (1.4) i.e. delivering mini-
mum to the functional (1.4) under restrictions (1.1)−(1.3) will be said to be optimal
process, and u (t)-an optimal control.


