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ON APPLICATION OF DIFFERENTIAL
TRANSFORMATIONS TO N-DIMENSIONAL

PROBLEMS FOR DIFFERENTIAL EQUATIONS ON
A GRID

Abstract

The differential transformation is one of numeric methods for solving of dif-
ferential equations. Advantage of this method is transformation of the differen-
tial equation into algebraic. Application of differential transformation method
to various problems gives more effective errors. In this investigation we use this
method for numerical solution on n-dimensional grid of boundary value prob-
lems for evolution differential equation. Researches have shown the efficiency
of application of a method to a considered class of problems.

1. Introduction

The majority of the problem of physics and engineering fall naturally into one of
three physical categories: equilibrium problems, eigenvalue problems and propaga-
tion problems [1-3]. Each of this kind of problems, from mathematical point of view,
is described by application of some linear and/or nonlinear differential equations.
A variety of methods are applied to find the solution of considered problems [1-8].
However, in the most case, these differential equations may be too complicated to
solve analytically. In this case, and at desire to get mare practical result, it is used
some numerical method to find a solution of considered problem.

Integral transform such as Laplace and Fourier transform are commonly used to
solve differential equations in physics and engineering problems. The decided supe-
riority of these transforms lies in their ability to transform differential equations into
algebraic ones. However, using the integral transform in nonlinear problems leads to
increasing of complexity. Not withstanding what modern computers are capable to
solve complex problems, there was a requirement for less complex approaches. Such
as a numerical method for solving differential equations was first proposed in Zhou
[5] and its main application therein is solve both linear and nonlinear initial value
problems in electric circuit analysis. This method, called the differential transfor-
mation (DT) method, serves for constructs an analytical solution in the form of a
polynomial.

Different aspects of DT method have been analyzed and developed in many re-
searchers [6-14]. Initial value problems were solved in [6], the application of DT
to transient adjective dispersive transport equation were investigate in [7], the DT
approximation for the system of ordinary differential equations were studied in [8]
and ets. In the works [9,10] two- and n-dimensional DT methods were developed
and their applications to differential equations were considered. The DT method to
find a numeric solution of differential equation in one- dimensional grid point were
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considered in [11] and using the DT and central finite difference methods simulta-
neously, were studied in [7].

In this work more general approach to the notion of differential transformation
method is considered. One- and n-dimensional DT are investigated. Using the
DT and finite difference methods for numeric solution of differential equations on
n-dimensional grid points is studied.

2. Preliminaries

In this section we consider some notions and descriptions corresponding to the dif-
ferential transformation methods.

2.1. One dimensional case

Let I = (a, b) ⊂ R is an arbitrary real interval and u : I → R is an analytic
function in I.

Using the definition of analytic function [15], for an arbitrary x0 ∈ I we can
write the power series representation of function u(x) as follow

u(x) =
∞∑

k=0

Ck(x− x0)k (1)

This series convergences to the function u(x)in some neighborhood of point x0.
Referring on properties of power series and analytic function we can affirm that

the function u(x) is infinity continuously differentiable and

Ck =
u(k)(x0)
k!

so

u(x) =
∞∑

k=0

u(k)(x0)
k!

(x− x0)k (2)

Introducing a denotation

U(x0, k) = u(k)(x0) =
[
u(k)(x)

]∣∣∣
x=x0

(3)

the expression (2) can be rewritten in the following form

u(x) =
∞∑

k=0

(x− x0)k

k!
U(x0, k) (4)

Again, referring on properties of analytic functions we can consider the biunivocal
mapping

u(x) ↔ {U(x0, k)}∞k=0

about point x0.



Transactions of NAS of Azerbaijan
[On application of differential transformations]

15

Analyticity of the function u(x) in the I allows us to differentiate both side of
(4). In this way we get

u′(x) =
[ ∞∑

k=0

(x−x0)k

k! U(x0, k)
]′

=

=
∞∑

k=0

k(x−x0)k−1

k! U(x0, k) =
∞∑

k=0

(x−x0)k

k! U(x0, k + 1)

(5)

From (5) we can consider the biunivocal mapping

u′(x) ↔ {U(x0, k + 1)}∞k=0 (6)

about point x0.
Similar reasoning allows us to get the following relation

u(m)(x) ↔ {U(x0, k +m)}∞k=0 (7)

Taking into account considered above we introduce the following
Definitions 1. If u(x) is analytic in the domain I, then the sequence

{U(x0, k)}∞k=0 will be called the spectrum of function u(x) at the point x = x0.
Property 1. If u(x) is analytic in the domain I, then the spectrum of m-th

order (m ≥ 0) derivatives of the function u(x) at the point x = x0 is the sequence
{U(x0, k +m)}∞k=0.

Property 2. If u(x) is analytic function in the domain Iand α is an arbitrary
number from R1, then the spectrum of the function αu(x) at the point x = x0 is
the sequence {αU(x0, k}∞k=0.

Property 3. If u(x) and v(x) are analytic functions in the domain I, then the
spectrum of m-th order (m ≥ 0) derivatives of the function u(x)± v(x) at the point
x = x0 is the sequence {U(x0, k +m)± V (x0, k +m)}∞k=0.

Property 4. If u(x) and v(x) are analytic functions in the domain I, then the
spectrum of the function u(x)v(x) at the point x = x0 is the sequence{

k∑
λ=0

U(x0, λ )V (x0, k − λ)

}∞

k=0

.

Similarly as in works [6-14] we can consider the weight differential transforma-
tions of analytic functions and get the same table of correspondence of functions
and their spectrums (See Table 1).

In the last denotations the fundamental mathematical operations reformed by
n-dimensional differential transformation can readily be obtained and are listed in
Table 1 ([6, 9]).
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Table 1. Operations for differential transformation
———————————————————————————————————

Original function Transformed function
———————————————————————————————————

z(x) = u(x)± v(x) Z(x, k) = U(x, k)± V (x, k)
z(x) = αu(x) α = cons tan s Z(x, k) = αU(x, k)

z(x) =
du(x)
dx

Z(x, k) = (k + 1)U(x, k + 1)

z(x) =
dmu(x)
dxm

Z(x, k) = (k + 1)(k + 2)...(k + n)U(x, k + n)

z(x) = u(x)v(x) Z(x, k) = U(x, k)⊗V (x, k) =
k∑

l=0

U(x, l)V (x, k − l)

z(x) = 1 Z(x, k) = δ(x, k)

z(x) = xn Z(x, k) = δ(x, k − n) , δ(x, k − n) =
{

1 if k = n
0 if k 6= n

z(x) = exp(λx) Z(x, k) = λk

k!
———————————————————————————————————

At the end of this section we note that use of the differential transformation
allows to represent the analytic functions u(x) by finite-term Taylor series plus a
remainder, as

u(x) = 1
q(x)

N∑
k=0

(
U(x0, k)
M(k)

(x−x0)k

k!

)
+Rλ+1(x)

=
N∑

k=0

(
U(x0, k)

(x−x0)k

k!

)
+Rλ+1(x)

(8)

and this kind of representation will help to transform the differential equations in
the domain of interest to an algebraic equation.

3. Applied the differential transformation to the PDEs
on the grid.

3.1. The objective of this section is to find the solution on grid points of the
following initial value problem

ux1(x) = f(x, u(x)) x ∈ (0, 1)n (9)

u(0, x′) = u0(x′) x′ = (x1, ..., xn) ∈ (0, 1)n−1 (10)

by using the differential transformation method.
Let us Ni be an arbitrary natural number and hi = 1

Ni
. Then for an each

coordinate xi we denote xλ
i = λhi , where λ = 0, 1, ..., Ni. The domain of interest

(0, 1)nis divided into
n∏

i−1

Ni sub-domains. Our main aim is the construction of

solution of the problem (9)-(10) in the each sub-domain. Thus, we will give a
solution of considered problem in the whole domain of interest.
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Applying the differential transformation with finite-term spectrum to the prob-
lem (9)-(10) in the arbitrary point form (0, 1)n we get

(k + 1)U(x0, k + 1) = F (x0, U(x0, k)) (9′)

U((0, x
′
0), 0) = U0(x

′
0) (10′)

where x
′
0 =

(
x0

2, ..., x
0
n

)
.

At the one of the sub-domain of first layer the solution can be approximately
represented in term of its m-th order Taylor polynomial about

(
x0

1, x
i2
2 , ..., x

in
n

)
where

(i2, ...., in) ∈
n
Π

i=2
[0, Ni].

u(x) =
m∑

λ=0

U
((
x0

1, x
i2
2 , ..., x

in
n

)
, λ

)
(x1)

λ (11)

Coefficients in the right hand side of the equality (16) are founded by using
relations (9′) and (10′).

After the construction of solutions for all sub-domains of first layer we can pass
to consideration of solutions in the sub-domains of second layer. For this purpose
we need the initial value for second layer.

Once the Taylor polynomial for the each sub-domain of first layer is obtained
u

(
x1

1, x
i2
2 , ..., x

in
n

)
can be evaluated as

u
(
x1

1, x
i2
2 , ..., x

in
n

)
≈

m∑
λ=0

U
((
x0

1, x
i2
2 , ..., x

in
n

)
, λ

)
(x1

1)
λ

=
m∑

λ=0

U
((
x0

1, x
i2
2 , ..., x

in
n

)
, λ

)
hλ

1

Using last values we can represent the function u(x) in the each sub-domain of
second layer in the following way:

u (x) =
m∑

λ=0

U
((
x1

1, x
i2
2 , ..., x

in
n

)
, λ

) (
x1 − x1

1

)λ

In a similar manner we can give the representation of the function u(x) on the
each layer, up to the end.

Remark. Similarly as above, high order initial value problem can be considered.

3.2. This sub-section is devoted to the investigation of application of the differen-
tial transformation method for the initial boundary value problem and its numerical
solution on the grid. We will show that some type of problems can be transformed
to problems such as considered in sub-section 2.1.

Consider the following differential equations

∂mu(t, x)
∂tm

= f

(
t, x, u,

∂u

∂x1
, ...,

∂u

∂xn

)
(t, x) ∈ (0, 1)n+1 (12)
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with initial values

∂λu(t, x)
∂tl

∣∣∣∣
t=0

= uλ(x) λ = 0, m− 1 x ∈ (0, 1)n (13)

and corresponding boundary conditions

u|Γ = ϕ (t, x) x ∈ (0, 1)n (14)

where Γ is a boundary of the considered domain at points t = 0 and t = 1.
To use the reasoning of sub-section 2.1 in this situation we need to represent the

right hand side of (12) in the form depending on variables (t, x) and solution u only.
For achievement of this purpose it is possible to use one of the finite difference
schemes of the representation of derivatives [1-3].

It is not difficult to see that considered strategy is applicable in the case when
the right hand side of (12) consists of derivatives of the high order also (of course,
the corresponding boundary value must be considered instead of (14)).

4. Numerical illustrations

The basic purpose of this section is to show on examples results submitted in previous
sections.

Example 1. Consider the following differential equation

ut(t, x) = −u(t, x) + x2 + t+ 1 (t, x) ∈ [0, 1]× [0, 1] (15)

with initial value
u(0, x) = x2 x ∈ [0, 1] (16)

and boundary conditions
u(t, 0) = t t ∈ [0, 1] (17)

u(t, 1) = t+ 1 t ∈ [0, 1] (18)

Let’s take any natural number N1 and N2, and divide the considered domain
[0, 1]× [0, 1] into N1×N2 sub-domains. The grid nodes of our domain we denote as
Pij = (ti, xj) = (iht, jhx), ht = 1

N1
, hx = 1

N2
.

Using differential transformation from previous sections, we get following rela-
tions:

(k+1)u((ti, xj), k+1) = −u((ti, xj), k)+ ϕ ((ti, xj), k)+ψ ((ti, xj), k)+h(k) (15′)

u((0, xj), 0) = x2
jδ((0, xj), 0) (16′)

u((ti, 0), k) = δ((ti, 0), k − 1) (17′)

u((ti, 1), k) = δ((ti, 1), k − 1) + δ((t, 1), k) (18′)

where

ϕ( (ti, xj), k) =
{
x2

j k = 0
0 k 6= 0

, ψ( (ti, xj), k) =
{

1 k = 1
0 otherwise

,



Transactions of NAS of Azerbaijan
[On application of differential transformations]

19

h (k) =
{

1 k = 0
0 k 6= 0

, δ( (ti, xj), k) =
{

1 k = 1
0 otherwise

and i = 0, 1, 2, ..., N1 , j = 0, 1, 2, ..., N2.
Remark. Note, that we have applied the differential transforms on variable t

only.
For calculation of values of the approximated solution in grid nodes we use the

following scheme:

1. Taking into acount the initial value condition (relation(16′)) we calculate values
points P0j = (0, xj), j = 0, 1, 2, ..., N2.

2. Using the boundary conditions (17′)and (18′)we calculate values of solution in
points Pi0 = (ti, 0) and PiN2 = (ti, xN2) , i = 0, 1, 2, ..., N2.

3. Using the finite term representation of the solution in the neighbourhood of
the point P10 = (t1, 0)and taking into account relations (15′) and (17′) we
calculate the approximated value of the solution in the point P11 = (t1, x1).

4. Repeating step 3 for calculation of approximated value of the solution in the
next points P1j = (t1, xj), j = 2, ..., N2 using instead of initial value of solu-
tion the value calculated in the previous step.

5. After finish of the calculation at the considered level (ti) we pass to following
level ti+1 and we repeat operations of steps 3 and 4.

Results of calculations for the considered problem (15)-(18) are represented in
Table 2.

It is not difficult to see, that the function u(t, x) = x2 + t is the analytic solution
of considered problem.

Table 2. Errors table (N1 = 5,N2 = 5, M = 5)

x,
t

x0 x1 x2 x3 x4

t0 0 0 0 0 0
t1 0 1,00E-18 0 1,00E-17 0
t2 -9,90E-15 -9,85E-15 -9,69E-15 -9,58E-15 -9,64E-15
t3 -2,97E-14 -2,76E-14 -2,45E-14 -2,54E-14 -2,37E-14
t4 0 0 0 0 0

Comparisons of the approximated values and corresponding values calculated
for the analytic solution show that the error of the method for this example has the
order 10−14 − 10−17.

Example 2. This example devoted to the consideration of the following differen-
tial equation

ut(t, x) = ux(t, x) + (1− t)ex (t, x) ∈ [0, 1]× [0, 1] (19)
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with initial value
u(0, x) = 0 x ∈ [0, 1] (20)

and boundary conditions
u(t, 0) = t t ∈ [0, 1] (21)

u(t, 1) = t e t ∈ [0, 1] (22)

Similarly to the example 1, for a given natural numbers N1 and N2 we divide
the domain [0, 1]× [0, 1] into N1 ×N2 sub-domains and grid’s nodes of this domain
we denote as Pij = (ti, xj) = (iht, jhx), ht = 1

N1
, hx = 1

N2
.

In this example we use differential transforms and backforward difference scheme
for representation of derivate simultaneously. Applying this approach to the problem
(19)-(22) we get relations .

(k + 1)u((ti, xj), k + 1) =
1
h

[u((ti, xj), k)− u((ti, xj−1), k)]

+ϕ ((ti, xj), k) + ψ( (ti, xj), k) (19′)

u((0, xj), 0) = 0 (20′)

u((ti, 0), k) = h1(ti, k) (21′)

u((ti, 1), k) = h2(ti, k) (22′)

where

ϕ ((ti, xj), k) =
{
exj k = 0
0 k 6= 0

, ψ ((ti, xj), k) =
{
exj k = 1
0 otherwise

h1 (ti, k) =
{

1 k = 1
0 otherwise

, h2 (ti, k) =
{
e k = 1
0 otherwise

and i = 0, 1, 2, ..., N1 , j = 0, 1, 2, ..., N2.
For the solution of this example we use the same scheme as in example 1. How-

ever, on the step 3 at calculation of the approximation value of the solution in the grid
node (ti, xj), coefficients of decomposition at the corresponding point (ti, xj−1)are
necessary.

The analytic solution of the problem (19)-(22) is a function u(t, x) = t ex.
Comparisons of the approximated values and corresponding values calculated

for the analytic solution show that the error of the method for this example has the
order 10−12 − 10−15.

5. Conclusions

Some aspects of one dimensional differential transformation method are investigated.
Using differential transformation solvability of initial boundary value problems for
some classes of differential equations on grid are studied. Effective application of
suggested method to numeric solution of considered class problems are shown.
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