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NECESSARY OPTIMALITY CONDITIONS INPROBLEMS OF OPTIMAL CONTROL BY THEGOURSAT SYSTEMS WITH MULTIPOINTBOUNDARY CONDITIONS
AbstractThe optimal control problem is considered for nonlinear systems of Goursatequations with multipoint boundary conditions. The correctness questions ofboundary value problem are considered. The necessary optimality condition inthe form of integral maximum principle is obtained.

At the investigation of friction, sorption, drying and other processes there arisethe problems of optimal control, described by the Goursat-Darboux systems [1,2].The problem of optimal control by these systems is su�ciently studied in manypapers (for example [3-5]). In these papers a system of equations characterizing theprocesses usually is given by the local boundary conditions. But the problem ofoptimal control for such systems with nonlocal boundary conditions is studied little[6,10]. At studying such problems naturally we have to investigate the correctness ofthe constructed boundary value problem. In some particular cases the correctnessof Goursat problem with multipoint boundary conditions is studied in [7-9].In the present paper the problems of optimal control by Goursat systems withmultipoint boundary conditions are considered. The theorem on the existence,uniqueness and stability of solution of boundary value problem is cited, the nec-essary condition is obtained in the form of linear optimal maximum principle in theconstructed optimal problem.
1. Problem statement. Let the process be described by the Goursat systems

yts = f (t; s; y; yt; ys; u) ; (t; s) 2 Q; (1)with multipoint boundary conditionsNX
i=1

niy (ti; s) = � (s) ; s 2 [0; l] ; MX
i=1

mjy (t; sj) = � (t) ; t 2 [0; T ] ; (2)
where Q = f(t; s) : 0 � t � T; 0 � s � lg ; (ti; sj) ; i = 1; N; j = 1;M is an arbitrarycollection of points from Q; y = y (t; s) is n-dimensional state vector; �; F and f; �; �are given scalar and vector-functions, respectively; ni;mj ; i = 1; N; j = 1;M aregiven matrices.Here and below all vectors non-provided with the transposition sign (even if theyare written in line) assumed to be columns.The controls u = u (t; s) are chosen from the set

u 2 U = fu : u 2 Lr1 (Q) ; u (t; s) 2 V a.e. (t; s) 2 Qg ; (3)
where V is given non-empty set from Rr.
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It is required to minimize the functional

J (u) = KX
i=1

� (y (t� i ; sri)) + Z ZQ F (t; s; y; yt; ys; u) dtds; (4)
where (t�k ; srk) 2 Q; k = 1;K.In future we'll assume thata) the functions F (t; s; y; p; q; u) ; f (t; s; y; p; q; u) and their partial derivativesFy; Fp; Fq; Fu fy; fp; fq; fu are measurable by (t; s) for all (y; p; q; u) 2 R3n+r, con-tinuous by totality of the variables (y; p; q; u) 2 R3n+1 at a.e. (t; s) 2 Q; the function� (y) has continuous partial derivatives �y at all y 2 Rn;b) the matrices ni;mj ; i = 1; N; j = 1;M are permutational nimj = mjni; i =
1; N; j = 1;M and det � NPi=1

ni� 6= 0; det" MPj=1
mj
# 6= 0; the functions � (s) ; �s (s) 2

L1 [0; l] ; � (t) ; �i (t) 2 L1 [0; T ] are such that the �tting conditions
NX
i=1

ni� (ti) = MX
j=1

mj� (sj) � A:
are ful�lled.Under the solution of problem (1)-(2) corresponding to the control u 2 U itis understood the function y (t; s;u) 2 L1 (Q) having the generalized derivativesyt (t; s) ; ys (t; s) ; yts (t; s) 2 L1 (Q) and satisfying the di�erential equation (1)almost everywhere and conditions (2) in classical sense.

2. On correctness of boundary value problem. We can show that theconsidered boundary value problem (1)-(2) is equivalent to the following system ofintegral equations:
y (t; s) = ~n�1 (N) � (s)+ ~m�1 (M) � (t)� ~n�1 (N) NX

i=1
ni tiZ

0

sZ
0

f (� ; r; y; yt; ys; u) drd��
� ~m�1 (M) NX

i=1
mj tZ

0

sjZ
0

f (� ; r; y; yt; ys; u) drd��
� ~m�1 (M) ~n�1 (N)A+ ~n�1 (N) ~m�1 (M)�

� NX
i=1

MX
j=1

nimj tiZ
0

sjZ
0

f (� ; r; y; yt; ys; u) drd�+ tZ
0

sZ
0

f (� ; r; y; yt; ys; u) drd� ; (t; s)2Q; (5)
where

~n�1 (N) = " NX
i=1

ni
#�1 ; ~m�1 (M) =

24 MX
j=1

mj
35�1
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Let the following conditions be ful�lled:1. jf (t; s; 0; 0; 0; u)j �M0; jfy (t; s; y; p; q; u)j �M1;jfp (t; s; y; p; q; u)j �M2; jfq (t; s; y; p; q; u)j �M3;a.e. (t; s) 2 Q for all (y; p; q; u) 2 R3n�V , whereMi � 0; i = 0; 3 are constants.2. jfu (t; s; y; p; q; u)j �M;a.e. (t; s) 2 Q for all (y; p; q; u) 2 R3n � V where M � 0 are constants.3. jF (t; s; 0; 0; 0; u)j ; jFy (t; s; y; p; q; u)j ; jFp (t; s; y; p; q; u)j ; jFq (t; s; y; p; q; u)j ;jFu (t; s; y; p; q; u)j ; ���y (y)�� �M and the functions Fy; Fp; Fq; Fu; fy; fp,fq; fu; �ysatisfy the Lipchitz condition by (y; p; q; u).Theorem 1. Let conditions 1 be ful�lled and besides

3X
i=1

riMi < 1;
where

r1 = T �� ~m�1 (M)�� MX
j=1

mjsj + l ��~n�1 (N)�� NX
i=1

niti+
+T l �� ~m�1 (M)�� ��~n�1 (N)�� NX

i=1
niti MXj=1

mjsj + T l;
r2 = �� ~m�1 (M)�� MPj=1

mjsj + l; r3 = ��~n�1 (N)�� NPi=1
niti + T:

Then at every �xed admissible control problem (1), (2) has a unique solutionand the following estimations
maxQ jy (t; s)j ; max

[0;l] ess sup[0;T ] jyt (t; s)j ; max
[0;T ] ess sup[0;l] jys (t; s)j � C;

are true, where C is a constant not depending on control.The proof of the theorem is carried out by the method of successive approxima-tions by the formula
yn+1 = ~n�1 (N) � (s) + ~m�1 (M) � (t)�

�~n�1 (N) NX
i=1

ni tiZ
0

sZ
0

f (� ; r; yn; ynt ; yns ; u) d�dr�
� ~m�1 (M) MX

i=1
mj tZ

0

sjZ
0

f (� ; r; yn; ynt ; yns ; u) drd� � ~m�1 (M) ~n�1 (N)A+
+~n�1 (N) ~m�1 (M) NX

i=1

MX
i=1

nimj tiZ
0

sjZ
0

f (� ; r; yn; ynt ; yns ; u) drd�+
+ tZ

0

sZ
0

f (� ; r; yn; ynt ; yns ; u) drd� ; n = 0; 1; 2; :::
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Lemma. Let the conditions of theorem 1 and condition 2 be ful�lled. Besides,u (t; s) ; u (t; s) + u (t; s) be two admissible controls, and y (t; s) ; y (t; s) + y (t; s) be

solutions of problems (1), (2) corresponding to them. Then the following estimations

are true:

maxQ j�y (t; s)j ; max
[0;l] ess sup[0;T ] j�yt (t; s)j ; max

[0;T ] ess sup[0;l] j�ys (t; s)j � C k�ukL1 ; (6)
where C is a constant not depending on control.

3. Necessary optimality conditionConsider the following system of equations:
 (t; s) = KX

k=1

0@~n�1 (N) NX
i=1

ni�i (t) �rk (s) + ~m�1 (M) MX
j=1

mi�i (s) ��k (t)�

� ~n�1 (N) ~m�1 (M) NX
i=1

MX
j=1

nimj�i (t) �j (s)� ��k (t) �rk (s)E
1A0�y (y (t�k ; srk))+

+~n�1 (N) ~m�1 (M) NX
i=1

MX
j=1

nimj�i (t) �j (s) TZ
0

lZ
0

~Hy (t; s) dtds+ tZ
0

sZ
0

~Hy (t; s) d�dr�
� sZ

0

~Hp (t; r) dr � tZ
0

~Hq (� ; s) d�+
+ ~n�1 (N) NX

i=1
ni�i (t)!0

0@ TZ
0

~Hq (t; s) dt� TZ
0

sZ
0

~Hy (t; r) drdt
1A+

+
0@ ~m�1 (M) MX

j=1
mj�j (s)

1A00@ lZ
0

~Hp (t; s) ds� tZ
0

lZ
0

~Hy (� ; s) d�ds
1A ; (t; s) 2 Q; (7)

where �i (t) = � 0; 0 � t < ti1; ti � t � T; �i (s) = � 0; 0 � s < si1; si � s � l;H (t; s; y; yt; ys; u;  ) = �F (t; s; y; yt; ys; u)+ <  ; f (t; s; y; yt; ys; u) >;~H (t; s) = H (t; s; y; yt; ys; u;  ) ; E is a unique matrix of order n�n. (7) is called anadjoint system.Theorem 2. Let conditions 1-3 be ful�lled and U be convex. Then for optimality

of control u (t; s) 2 U it is necessary the ful�lment of the inequality

TZ
0

lZ
0

hHu (t; s) ; � (t; s)� u (t; s)i dtds � 0;
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for all � (t; s) 2 U .Proof. Let y; y+�y be a solution of problem (1), (2) corresponding to the controlsu; u+ u 2 U . Then from (1), (2) we obtain
yts = f (t; s; y + y; yt + yt; ys + ys; u+ u)� f (t; s; y; yt; ys; u) ; (t; s) 2 Q; (8)

NX
i=1

ni�y (ti; s) = 0; s 2 [0; l] ; MX
j=1

mj �y (t; sj) = 0; t 2 [0; T ] ; (9)
Calculating the increment of functional (4) we'll obtain
�J (u) = J (u+ �u)� J (u) = KX

i=1
[� (y (ti; si) + �y (ti; si))� � (y (ti; si))] +

+ TZ
0

lZ
0

[F (t; s; y + �y; (y + �y)t ; (y + �y)s ; u+ �u)� F (t; s; y; yt; ys; u)] dtds: (10)
Multiply equality (8) by some function  (t; s) integrate by the domain Q andadd to (10)

�J (u) = KX
i=1

h�y (y (t� i ; sri) ; z (t� i ; sri))i�
� TZ

o
lZ
o
hD ~Hy (t; s) ; �y (t; s)E+ D ~Hp (t; s) ; �yi (t; s)E+

+D ~Hq (t; s) ; �ys (t; s)E+ D ~Hu (t; s) ; �u (t; s)E� h ; �ytsii dtds+ �; (11)
� = KX

i=1
oi (j�y (t� i ; sri)j)� TZ

0

lZ
0

oK+1 (j�y (t; s)j+ j�y (t; s)j+ j�ys (t; s)j+ j�u (t; s)j) dtds:
Using the integration by parts formula and by virtue of Fubini theorem we have

TZ
o

lZ
o
D ~Hy (t; s) ; �y (t; s)E dtds = TZ

o
lZ
o
D ~Hy (t; s) dtds; �y (T; l)E�

� TZ
o

lZ
o < sZ

o ~Hy (t; s) dr; �ys (T; s) > dtds�
� TZ

o
lZ
o < tZ

o ~Hy (� ; s) d�; �ys (t; l) > dtds+



232 [F.T.Ibiev, Ya.A.Sharifov] Transactions of NAS of Azerbaijan

+ TZ
o

lZ
o < TZ

o
sZ
o ~Hy (� ; r) d�dr; �yts (t; s) > dtds; (12)

� TZ
o

lZ
o < tZ

o ~Hp (t; s) ; �yt (t; s) > dtds = � TZ
o

lZ
o < ~Hp (t; s) ; �ys (t; l) > dtds�

� TZ
o

lZ
o < sZ

o ~Hp (t; r) dr; �yts (t; s) > dtds; (13)
YZ
o

lZ
o
D ~Hq (t; s) ; �ys (t; s)E dtds = TZ

o
lZ
o
D ~Hq (t; s) ; �ys (T; s)E dtds�

� TZ
o

lZ
o
* lZ

o ~Hq (� ; s) d�; �yts (t; s)+ dtds: (14)
Let's use the identity

�y (ti; si) = �y (T; l)� TZ
o �yt (t; l) �i (t) dt�

� lZ
o �ys (T; s) �i (s) ds+

TZ
o

lZ
o �yts (� ; s) �i (t) �i (s) dtds: (15)

Allowing for equalities (12)-(15) in (11) we'll obtain
�J (u) = K<Xi=1

�y (y (t�k ; srk))� TZ
o

lZ
o ~Hy (t; s) dtds; �y (T; l) > +

+ lZ
o < TZ

o
lZ
o ~Hy (t; r) drdt� TZ

o ~Hq (t; s) dt�
� KX

i=1
�y (y (t�k ; srk)) �rk (s) ; ys (T; s) > ds+ TZ

o
tZ
o

lZ
o ~Hy (� ; s) d�ds�

� lZ
o ~Hp (t; s) ds� KX

i=1
�y (y (t�k ; srk))�

���k (t) ; yt (t; l) > dt+ TZ
o

lZ
o <

24 � tZ
o

sZ
o ~Hy (t; s) d�dr+
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+ sZ

o ~Hp (t; r) dr + sZ
o ~Hq (� ; s) d�+

+ KX
i=1

�y (y (t�k ; srk)) �rk (t) ; �rk (s)
# ; �yts (t; s) >

> dtds� TZ
o

lZ
o < ~Hu (t; s) ; �u > dtds+ �: (16)

We can write the �rst condition (9) in the form
NX
i=1

ni
0@�y (T; s)� TZ

ti �yt (t; s) dt
1A = 0; s 2 [0; l] :

Hence we'll �nd
�y (T; s) = ~n�1 (N) NX

i=1
ni TZ

0

�yt (t; s) �i (t) dt; s 2 [0; l] ;

�ys (T; s) = ~n�1 (N) NX
i=1

ni TZ
0

�yts (t; s) �i (t) dt; s 2 [0; l] : (17)
From the second condition (9) we have

�y (t; l) = ~m�1 (M) MX
j=1

mj lZ
0

�ys (t; s) �j (s) ds; t 2 [0; T ] ; (18)

�yt (t; l) = ~m�1 (M) MX
j=1

mj lZ
0

�yts (t; s) �j (s) ds; t 2 [0; T ] ; (19)
analogously.From (17) and (18) we obtain that

�y (T; l) = ~n�1 (N) ~m�1 (M) NX
i=1

MX
j=1

nimj TZ
0

lZ
0

�yts (t; s) �i (t) �j (s) dtds: (20)
Allowing for equality (17), (19), (20) in equality (16) and choosing  (t; s) as asolution of system (7) we have

�J (u) = � TZ
0

lZ
0

< ~Hu (t; s) ; �u (t; s) > dtds+ �: (21)
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Let u (t; s) be optimal control in problem (1)-(2). Then taking in (21) �u (t; s; ") =" (� (t; s)� u (t; s)), where 0 � " � 1; � (t; s) 2 U; (t; s) 2 Q is any control andfrom estimation (6) we have

�J (u) = �" TZ
0

lZ
0

< ~Hu (t; s) ; � (t; s)� u (t; s) > dtds+ o (") � 0;
hence it follows the truth of the theorem.
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