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NECESSARY OPTIMALITY CONDITIONS OF
QUASI-SINGULAR CONTROLS IN
GOURSAT-DARBOUX SYSTEMS

Abstract

The present paper is devoted to investigation of optimality of quasi-singular
in Goursat-Darboux systems, and some known results are generalized.

A number of papers was devoted to investigation of quasi-singular controls and
a lot of various and important results were obtained [1-6]. It is known [1] that
necessary optimality conditions of quasi-singular controls also allow to get additional
information on nonsingular controls in terms of Pontrjagin maximum principle. On
the other hand, the study of quasi-singular control is a simpler problem than the
analogous problem for Pontrjagin’s extremums. The present paper is devoted to
investigation of optimality of quasi-singular controls in Goursat-Darboux systems
and results from [3-4] are generalized.

1. Let on the class of piecewise continuous vector-functions u(t, x) = (u1(t, x), ...,
ur(t, x))′, (t, x) ∈ D = {(t, x) : t ∈ J1[t0, t1], x ∈ J2 = [x0, x1]} taking on values from
the given convex set U of r -dimensional Euclidian space Er (admissible controls),
the following functional be minimized

S(u) = Φ(z(t1, x1)) (1)

which is defined by means of trajectories of the system

ztx = f(z, zt, zx, u, t, x), (t, x) ∈ D, (2)

z(t, x0) = ϕ1(t), t ∈ J1; z(t0, x) = ϕ2(x), x ∈ J2, ϕ1(t0) = ϕ2(x0), (3)

where the prime (′) denotes transposition and zt, zx, ztx are partial derivatives of the
n-dimensional vector function z(t, x).

Suppose that ϕ1(t), t ∈ J1 and ϕ2(x), t ∈ J2 are continuously differentiable
functions. Not specifying it, we assume that for functions f : En × En × En×
×Er × I1 × I2 → En, Φ(z), z ∈ En and investigated admissible controls those
analytic properties are satisfied which we will need during consideration. Exact-
formulation of these properties in concrete case is not complicated. We also assume
that each admissible control u(t, x), (t, x) ∈ D generates a unique solution (in terms
of [7]) z(t, x0), (t, x) ∈ D of problem (2), (3) which is defined everywhere on D.

Admissible control u0(t, x), which is a solution of problem (1)-(3) is called opti-
mal control and we call process (u0(t, x), z0(t, x)) an optimal process.

2. Denote by C̃(D̃, Ũ) a class of piecewise continuous vector functions ũ : D̃ → Ũ .
Let (u0(t, x), z0(t, x)) be a fixed optimal process. We define a special increment of
control u0(t, x) in the following way:

∆u(t, x) = εδu(t, x), (t, x) ∈ D, (4)

where ε ∈ (0, 1], δu(t, x) = ũ(t, x)− u0(t, x), ũ(t, x) ∈ C̃(D,U).
It is clear that u0(t, x) + ∆u(t, x) is an admissible control. Denote by ∆z(t, x)

an increment of z0(t, x) responding to increment (4) of the control.
Estimates established e.g., in [8] imply
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‖∆z(t, x)‖ ≤ K · ε, ‖∆zt(t, x)‖ ≤

≤ K · ε, ‖∆z(t, x)‖ ≤ K · ε, (t, x) ∈ D,K = const > 0.
(5)

Assuming ∆z(t, x) = εδz(t, x) + o(ε), ∆zt(t, x) = εδzt(t, x) + o(ε), ∆zx(t, x) =
εδzx + o(ε), (t, x) ∈ D and taking into account (4) using ordinary technique [1,p.80]
it is easy to establish that the following inequality is satisfied along the optimal
process (u0(t, x), z0(t, x)).

∆S(u0; δu) = −ε
t1∫
t0

x1∫
x0

H ′
u(t, x)δu(t, x)dtdx+

+
ε2

2
{
δz′(t1, x1)Φzz

(
z0(t1, x1)δz(t1, x1) −

−
t1∫
t0

x1∫
x0

[δp′(t, x)Hpp(t, x)δp(t, x) + 2δp′(t, x)Hpu(t, x)δu(t, x)+

+δu′(t, x)Hu u(t, x)δu(t, x)] dtdx}+ o(ε2) ≥ 0 ,

(6)

for all ũ(t, x) ∈ C̃(D,U)(δu(t, x) = ũ(t, x)− u0(t, x)), ε ∈ (0, 1].
There p = (z, zt, zx)′, δp(t, x) = (δz(t, x), δzt(t, x), δzx(t, x))′, δz(t, x) is a

variation of state, which is a solution of the equation in variations:

δztx = fz(t, x)δz + fzt(t, x)δzt + fzx(t, x)zx + fu(t, x)δu(t, x), (t, x) ∈ D, (7)

δz(t0, x) = δz(t, x0) ≡ 0. (8)

H(Ψ, z, zt, zx, u, t, x) = Ψ′f(z, zt, zx, u, t, x) is a Hamiltonian of the system, H(t, x) =
H(Ψ0(t, x), z0(t, x), z0

t (t, x), z0
x(t, x), u0(t, x), t, x), where Ψ0(ξ, η) = −λ′(ξ, η; t1, x1)

Φz(z0(t1, x1)) and λ(ξ, η; t, x)−(n×n) is Riemannian matrix of variational equation
(7), (8) which is a solution of the following problem [2,9]:

λt,x = fz(t, x)λ + fzt(t, x)λ + fzx(t, x)λx, (t, x) ∈ D, (9)

λt(ξ, η; t, η) = fzx(t, η)λ(ξ, η; t, η), λx(ξ, η; ξ, x) = fzt(ξ, x)λ(ξ, η; ξ, x), (10)

λ(ξ, η; ξ, η) ∈ E, (ξ, η) ∈ D (E is unit n× n matrix). (11)

Note that following [2] the solution δz(t, x), (t, x) ∈ D of problem (7),(8) and
its partial derivatives with respect to t, x in domain D can be represented in the
following form using λ(ξ, η; t, x):

δz(t, x) =

t1∫
t0

x1∫
x0

λ(ξ, η; t, x)fu(ξ, η)δu(ξ, η)dξdη, (12)

δzt(t, x) =

x1∫
x0

λ(t, η; t, x)fu(t, η)δu(t, η) +

t1∫
t0

λt(ξ, η; t, x)fu(ξ, η)δu(ξ, η)dξ

 dη, (13)

δzx(t, x) =

t1∫
t0

λ(ξ, x; t, x)fu(ξ, x)δu(ξ, x) +

x1∫
x0

λt(ξ, η; t, x)fu(ξ, η)δu(ξ, η)dη

 dξ. (14)

Note that inequality (6) is implicit optimality criterion. On its basis we can
obtain a number of simpler effective optimality conditions which we’ll study in this
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paper. To this end at first we investigate ∆S(u0; δu) for special variation of the
following type (variation of control is performed only on the strip parallel to x axis)

δu(t, x) ≡ δµu(t, x) =

 υ(x)− u0(t, x), (t, x) ∈ Dµ = [θ, θ + µ)× J2 ⊂ D,

0, (t, x) ∈ D\Dµ = D0 ∪D1,
(15)

where t = θ ∈ J1 is not a line of discontinuity of control u0(t, x), µ > 0 is a

sufficiently small number such that

D0 = [t0, θ]× J2, D1 = [θ + µ, t1]× J2; υ(x) ∈ C̃(J2, U).

Denote by δµz(z, t), (t, x) ∈ D solution of problem (7), (8) corresponding to
variation (15). Taking into account (15), from (12)-(14) we obtain: 1) equalities
D0 hold in domain δµz(t, x) = δµzt(t, x) = δµzk(t, x) ≡ 0; 2) in domain Dµ vector-
functions δµz(t, x), δµzx(t, x) have order µ and δµzt(t, x) is finite with respect to µ;
3) in domain D1 vector-functions δµz, δµzt, δµzx have the same order µ. Therefore
according to (13), (15) inequality (6) takes the following form:

∆S(u0; δµu) = −ε
θ+µ∫

θ

x1∫
x0

H ′
u(t, x)

[
υ(x)− u0(t, x)

]
dtdx−

−ε2

2
{
µM (1)[u0; θ; υ(x)] + o(µ)

}
+ o(ε2) ≥ 0,

(16)

∀υ(x) ∈ C̃(J2, U), ε(0, 1), µ > 0 are sufficiently small numbers.
There

M (1)
[
u0; θ; υ(x)

]
≡

x1∫
x0

[y′(x)Hztzt(θ, x)y(x) + 2y′(x)Hztu(θ, x)(υ(x)−

−u0(θ, x)) + (υ(x)− u0(θ, x))′Hu u(θ, x)(υ(x)− u0(θ, x))
]
dx,

(17)

where y(x) is a solution of ordinary linear problem:

dy

dx
= fzt(θ, x)y + fu(θ, x)(υ(x)− u0(θ, x)), x ∈ J2, (18)

y(x0) = 0. (19)

It is interesting to note that taking into account problems (18), (19) by virtue
of the technique from [1,p.177] functional (17) can be represented in the form:

M (1)
[
u0; θ; υ(x)

]
≡

x1∫
x0

(υ(x)− u0(θ, x))′Hu u(θ, x)(υ(x)− u0(θ, x))dx+

+2
x1∫
x0

(υ(x)− u0(θ, x))′
[
H ′

ztu(θ, x) + f ′u(θ, x)Ψ(1)(θ, x)
]
y(x)dx,

(20)

where

∂

∂x
Ψ(1)(θ, x) = −f ′zt

(θ, x)Ψ(1)(θ, x)−Ψ(1)(θ, x)fzt(θ, x)−Hztzt(θ, x),

x ∈ J2,Ψ(1)(θ, x1) = 0.

(21)
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For further investigation we consider the functional M (1)[u0; θ; υ(x)] on “needle-
shaped” functions of the form:

υ(x) = υ∗(x) =

 υ ∈ U, x ∈ [σ, σ + ε̃) ≡ Jε̃ ⊂ J2,

u0(θ, x), x ∈ J2\Jε̃,

where (θ, σ) is a point of continuity u0(t, x), ε̃ > 0 is a sufficiently small number.
Using the scheme from [10], applying Taylor’s formula at the point σ and Leibnitz

formula on differentiation of product, we obtain the following representation for
M (1)[u0; θ; υ∗(x)]:

M (1)[u0; θ; υ∗(x)] =
σ+ε̃∫

σ

(υ − u0(θ, x))′H ′
u u(θ, x)(υ − u0(θ, x))dx+

+2
σ+ε̃∫

σ

(υ − u0(θ, x))′
[
Hztu(θ, x) + f ′u(θ, x)Ψ(1)(θ, x)

]
y(x)dx =

=
σ+ε̃∫

σ

(υ − u0(θ, x))′Hu u(θ, x)(υ − u0(θ, x)dx+

+2
k+1∑
m=1

m∑
i=1

Ci
m

dm−iq(1)′(x, υ − u0(θ, x))
dxm−i

∣∣∣∣∣
x=σ+oP

(1)
i−1(σ,υ−u0(θ,x))

ε̃m+1

(m + 1)!
+o(ε̃k+2).

(22)

Here Ci
m =

m!
i!(m− i)!

;

q(1)(x, υ − u0(θ, x)) =
[
Hztu(θ, x) + Ψ(1)(θ, x)fu(θ, x)

]
(υ − u0(θ, x)), x ∈ J2, (23)

ω
(1)
j (x) =

d

dx
ω

(1)
j−1(x) + ω

(1)
j−1(x)ω(1)

0 (x), ω
(1)
0 (x) ≡ fzt(θ, x),

P
(1)
j (x; υ − u0(θ, x)) =

d

dx
P

(1)
j−1(x; υ − u0(θ, x)) + ω

(1)
j−1(x)P (1)

0 (x; υ − u0(θ, x)),

P
(1)
0 (x; υ − u0(θ, x)) ≡ fu(θ, x)(υ − u0(θ, x)), j = 1, 2, ..., x ∈ J2. (24)

Consider the functional M (1)[u0; θ; υ(x)] on a number of ”needle shaped” func-
tions of the form:

υ(x) = υ̃(x) =


υj ∈ U, x ∈ [σi, σi + liε̃), i = 1,m,

u0(θ, x), x ∈ J2\
(

m⋃
i=1

[σi, σi + liε̃)
)

,
(25)

where x0 ≤ σ1 < σ2 < ... < σm < x1 ≡ σm+1, li ∈ [0,+∞), ε̃ > 0 is a sufficiently
small number such that σi + liε̃ < σi+1, i = 1,m; (θ, σi), i = 1,m are points of
continuity of u0(t, x).

Obviously, υ(x) ∈ C̃(J2, U). Denote by ỹ(x) solution of problem (18), (19)
corresponding to function (25). Then taking into account (25) and problems (10),
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(11) we have:

ỹ(x) =
x∫
x0

λ(θ, η; θ, x)fu(θ, η)υ̃((η)− u0(θ, η))dη =

= ε̃ · sign (i− 1)
i−1∑
j=1

lj(θ, σj ; θ, x)fu(θ, σj)
(
υj − u0(θ, σj)

)
+

+liλ(θ, σi; θ, x)fu(θ, σi)
(
υi − u0(θ, σi)

)
(x− σi) + o(ε̃),

x ∈ [σi, σi + li · ε̃), i ∈ {1, ..,m}.

(26)

Thus, taking into account (25) and (26), subject to (20) we obtain the following
representation for M (1)[u0; θ; υ̃(x)]:

M (1)[u0; θ; υ̃(x)] =
m∑

i=1

σi+liε̃∫
σi

(
υi − u0(θ, x)

)′
Hu u(θ, x)(υi − u0(θ, x))dx+

+2
m∑

i=1

σi+liε̃∫
σi

(υi − u0(θ, x))′[H ′
ztu(θ, x) + f ′u(θ, x)Ψ(1)(θ, x)]×

×
(
liλ(θ, σi; θ, x)fu(θ, σi)(υi − u0(θ, σi))(x− σi)

)
+

+ε̃ · sign (i− 1)
i−1∑
j=1

ljλ(θ, σj ; θ, x)fu(θ, σj)
(
υj − u0(θ, σj)

)
+ o(ε̃))dx =

=
m∑

i=1

σi+liε̃∫
σi

(υi − u0(θ, x))′Hu u(θ, x)(υi − u0(θ, x))dx+ (27)

+ε2
m∑

i=1

l2i (υi − u0(θ, σi))′
[
H ′

ztu(θ, σi) + f ′u(θ, σi)Ψ(1)(θ, σi)
]
×

×fu(θ, σi)(υi − u0(θ, σ)) + 2ε2
m∑

i=1

i−1∑
j=1

sign(i− 1)lilj(υi − u0(θ, σi))′×

×
[
H ′

ztu(θ, σi) + f ′u(θ, σi)Ψ(1)(θ, σi)
]
×

×λ(θ, σj ; θ, σi)fu(θ, σj)(υj − u0(θ, σj)) + o(ε2).

To write this formula briefly and convenient analogously to [11] we introduce the
function

Ω(1)[u0](ξ; η; υ;x, ω) =


(ω − u0(ξ, x))′

[
H ′

ztu(ξ, x) + f ′u(ξ, x)Ψ(1)(ξ, x)
]
×

×λ(ξ, η; ξ, x)fu(ξ, η)(υ − u0(ξ, η)), η ≤ x

Ω(1)[u0](ξ;x, ω; η, u), η > x.

(28)
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In fact if we take into consideration (28) then formula (27) takes on the compact
form:

M (1)[u0; θ; υ̃(x)] =
m∑

i=1

σi+liε̃∫
σi

(
υi − u0(θ, x)

)′
Hu u(θ, x)(υi − u0(θ, x))dx+

+ε2
m∑

i,j=1
Ω(1)

[
u0

]
(θ;σi, υi, σj , υj)lilj + o(ε2).

(29)

The case when investigation ∆S(u0; δu) is carried out by special variation of the
form:

δu(t, x) ≡ δαu(t, x) =
{

υ(t)− u0(t, x), (t, x) ∈ Dα = J1 × [σ, σ + α)
n0, (t, x) ∈ D\Dα,

where x = σ is not a line of discontinuity of the control u0(t, x), α > 0 is a sufficiently
small number such that Dα ⊂ D, υ(t) ∈ C̃(J1, U) is a studied analogously.

Omitting the details of calculations we perform the finite results by analogy to
(16)-(24), (27)-(29):

∆S(u0; δαu) = −ε
t1∫
t0

σ+α∫
σ

H ′
u(t, x)

[
υ(x)− u0(t, x)

]
dtdx−

−ε2

2
{
αM (2)

[
u0;σ;u(t)

]
+ o(α)

}
+ o(ε2) ≥ 0.

(30)

Here

M (2)[u0;σ; υ(t)] ≡
t1∫
t0

[v′(t)Hzxzx(t, σ)v(t) + 2v′(t)Hzxu(t, σ)(υ(t)−

−u0(t, σ)) + (υ(t)− u0(t, σ))′Hu u(t, σ(υ(t)− u0(t, σ))]dt,

(31)

where v[t] is a solution of the ordinary linear problem:

dv(t)
dt

= fzx(t, σ)v(t) + fu(t, σ)
(
υ(x)− u0(t, σ)

)
, t ∈ J1, v(t0) = 0;

M (2)[u0;σ;u∗(t)] =
θ+ε̃∫
θ

(υ − u0(t, σ))′Hu u(t, σ)(υ − u0(t, σ)dt+

+2
θ+ε̃∫
θ

(υ − u0(t, σ))′
[
H ′

zxu(t, σ) + f ′u(t, σ)Ψ(2)(t, σ)
]
v(t)dt =

=
θ+ε̃∫
θ

(υ − u0(t, σ))′Hu u(t, σ)(υ − u0(t, σ))dt+

+2
k+1∑
m=1

m∑
i=1

Ci
m

dm−iq(2)′(t, υ − u0(t, σ))
dtm−i

∣∣∣∣∣
t=θ+o

×

×p(2)(θ, υ − u0(θ, σ)
ε̃m+1

(m + 1)!
+ o(ε̃k+2),

(32)

where Ci
m = m!

i!(m−i)! ;

q(2)(t; υ − u0(t, σ)) = [Hzxu(t, σ) + Ψ(2)(t, σ)fu(t, σ)](υ − u0(t, σ)),

ω
(2)
j (t) =

d

dt
ω

(2)
j−1(t) + ω

(2)
j−1(t)ω

(2)
0 (t), ω(2)

0 (t) = fzx(t, σ),
(33)
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p
(2)
j (t; υ − u0(t, σ)) =

d

dt
p
(2)
j−1(t; υ − u0(t, σ)) + ω

(2)
j−1(t)p

(2)
0 (t; υ − u0(t, σ)),

p
(2)
0 (t; υ − u0(t, σ)) ≡ fu(t, σ)(υ − u0(t, σ)), j = 1, 2, ...,

(34)

M (2)[u0; θ; υ̃(t)] =
m∑

i=1

θi+liε̃∫
θi

(υi − u0(t, σ))′Hu u(t, σ)(υi − u0(t, σ))dt+

+ε2
m∑

i,j=1
Ω(2)[u0](σ; θi, υi; θj ; υj)lilj + o(ε2),

(35)

where

Ω(2)[u0](η; ξ, υ; t, ω) =


(ω − u0(t, η))′

[
H ′

zxu(t, η) + f ′u(t, η)Ψ(2)(t, η)
]
×

×λ(ξ, η; t, η)fu(ξ, η)(υ − u0(ξ, η)), ξ ≤ t,

Ω(2)[u0](η, t, ω, ξ, υ), ξ > t,

(36)

∂

∂t
Ψ(2)(t, η) = −f ′zx

(t, η)Ψ(2)(t, η)−Ψ(2)(t, η)fzx(t, x)−

−Hzxzx(t, η), t ∈ J1,Ψ(2)(t1, η) = 0.

(37)

3. From (6) one can easily obtain a simple necessary optimality condition (dif-
ferential maximum principle for problem (1)-(3)).

max
υ∈U

H ′
u(t, x)(υ − u0(t, x)) = 0, a.e. (t, x) ∈ D. (38)

Definition 1. Control u0(t, x) satisfying condition (38) is called quasi-singular
along the straight line t = θ [x = σ] with the set Uθ ⊂ U [Uσ ⊂ U ] if there exists
α > 0 such that

x1∫
x0

H ′
u(t, x)

(
υ − u0(t, x)

)
dx = 0,∀υ ∈ Uθ,∀υ ∈ [θ, θ + α),

[
t1∫
t0

H ′
u(t, x)

(
υ − u0(t, x)

)
dt = 0,∀υ ∈ Uσ,∀x ∈ [σ, σ + α)

]
,

where
Uθ\{u0(t, x)} 6= ∅, (t, x) ∈ [θ, θ + α)×

×J2 [Uα\{u0(t, x)} 6= ∅, (t, x) ∈ J1 × [σ, σ + α)].

It is easy to show that any singular control in terms of definition from [3,4] is
singular in terms of definition 1, but singular control n terms of definition 1 may not
be singular control in term of definition from [3,4]. Allowing for definition 1 from
(16) (30) we get the proof of the following theorem.

Theorem 1. Let optimal control u0(t, x) be quasi-singular along the straight
line t = θ[t0, t1)[x = σ ∈ [x0, x1)] on the set Uθ[Uσ]. Then inequalities

M (1)[u0; θ; υ(x)] ≤ 0,∀υ(x) ⊂ C̃(J2, Uθ), (39)[
M (2)[u0;σ; υ(t)] ≤ 0,∀υ(t) ∈ C̃(J1, Uσ)

]
, (40)
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hold where t = θ [x = σ] is not a line of discontinuity of control u0(t, x), (t, x) ∈ D

functions M (1)[.],M (2)[.] are defined by (17) and (31), respectively.
Note that optimality conditions (39), (40) in this concrete case are not conve-

nient because each of them requires complicated calculations. Therefore problem
of obtaining simpler, more constructively verifiable necessary optimality conditions
from these conditions appears.

From optimality conditions (39), [40] the simplest optimality condition is directly
obtained

(υ − u0(τ , x)′Hu u(τ , x)(υ − u0(τ , x)) ≤ 0, υ ∈ Uθ, τ ∈ [θ, θ + α), x ∈ J2\J̃2, (41)

[(υ − u0(τ , x))′H ′
u u(τ , x)(υ − u0(τ , x)) ≤ 0, υ ∈ Uσ, τ ∈ [σ, σ + α), t ∈ J1\J̃1] (42)

where J̃1 ⊂ J1, J̃2 ⊂ J2, J̃1, J̃2 are some finite sets, i.e., the following assertion is
valid.

Theorem 2. Let optimal control u0(t, x) be quasi-singular along the straight
line t = θ [x = σ] on the set Uθ[Uσ]. Then conditions (41), (42) are necessarily
satisfied.

Definition 2. Control u0(t, x), which is quasi-singular along the straight line
t = θ [x = σ] on the set Uθ[Uσ] and satisfying condition (41) ([42]) is called strong
quasi-singular along the straight line t = θ [x = σ] at the point (θ, σ)[(θ, σ)] on the
set Ucθ(σ) ⊂ Uθ[Ucσ(θ) ⊂ Uσ], if there exists α̃ > 0 such that

(υ − u0(θ, x)′Hu u(θ, x)(υ − u0(θ, x)) = 0,∀υ ∈ Ucθ(σ),∀x ∈ [σ, σ + α̃) ∈ J2

[(υ − u0(τ , σ))′Hu u(θ, x)(υ − u0(θ, x)) = 0,∀υ ∈ Ucσ(θ),∀t ∈ [θ, θ + α̃) ⊂ J1]

where

Ucθ(σ)\{u0(σ, x)} 6= ∅, x ∈ [σ, σ + α̃) [Ucσ(θ)\{u0(t, σ)} 6= ∅], t ∈ [θ, θ + α̃).

From theorem 1, taking into account this definition and formulae (29), (35) we
obtain the following assertion.

Theorem 3. Let control u0(t, x) be strong quasi-singular at the points Ucσ(σi),
on the sets (θ, σi)(x0 ≤ σ1 < σ2 < ... < σm < x1), i = 1,m, on the sets Ucθ(σi), [(θi,
σ)(t0 ≤ θ1 < θ2 < ... < θm < t1) i = 1,m.

Then fulfilment of the inequality

m∑
i,j=1

Ω(1)[u0](θ;σi, υi;σj ; υj)lilj ≤ 0,∀υj ∈ Ucθ(σi),∀li ≥ 0, i = 1,m,[
m∑

i,j=1
Ω(2)[u0](σ; θi, υi; θj ; υj)lilj ≤ 0,∀υi ∈ Ucθ(σi),∀li ≥ 0, i = 1,m

]
,

where (θ, σi), i = 1,m[(θi, σ)i − 1,m]are continuity points of control u0(t, x),
Ω(1)[u0](.),Ω(2)[u0](.) are defined by (28) and (36) reprectively is necessary for op-
timality of u0(t, x).

Note that according to definition 1,2 this theorem generalizes the analogous
theorem from [3,4].

Let us introduce the following definition.
Definition 3. Let control u0(t, x) be strong quasi-singular along the straight

line t = θ [x = σ] at the point (θ, σ)[(θ, σ)] on the set Ucθ(σ)[Ucσ(θ)]. We call it
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strongly quasi-singular of order k ∈ {1, 2, ...} along the straight line t = θ [x = σ] at
the point (θ, σ)[(θ, σ)] on the set U

(k)
cθ (σ) ⊂ Ucθ(σ)[U (k)

cσ (θ) ⊂ Ucσ(θ)] if equalities:

Q(1)
m (θ, σ; υ − u0(θ, σ)) = 0,∀υ ∈ U

(k)
cθ (σ),m = 1, k, (43)[

Q(2)
m (θ, σ; υ − u0(θ, σ)) = 0,∀υ ∈ U

(k)
cθ (θ),m = 1, k

]
, (44)

where
U

(k)
cθ (σ)\{u0(θ, σ)} 6= ∅[U (k)

cσ (θ)\{u0(θ, σ)} 6= ∅];

Q
(1)
m (θ, σ; υ − u0(θ, σ)) =

=
m∑

i=1
Ci

m

dm−i

dxm−i
q(1)′(x, υ − u0(θ, x))

∣∣∣∣
x=σ+o

×

×p
(1)
i−1(σ, υ − u0(θ, σ)),m = 1, 2, · · · ,

(45)

Q
(2)
m (θ, σ; υ − u0(θ, σ)) =

=
m∑

i=1
Ci

m

dm−i

dtm−i
q(2)′(t, υ − u0(t, σ))

∣∣∣∣
t=θ+o

p
(2)
i=1(θ, υ − u0(θ, σ)),m = 1, 2, ...,

(46)

are satisfied.
If equalities (43)[(44)] are impossible for any natural k then we assume that the

order of singularity equals to zero.
Thus taking into account definition 3 and formulae (27), (32) on the basis of

theorem 1 we obtain the following statement.
Theorem 4. Let the control u0(t, x) being strong quasi-singular along the

straight line t = θ [x = σ] at the point (θ, σ)[(θ, σ)] on the set Ucθ(σ)[Ucσ(θ)] be
also strongly quasi-singular of the order k along the straight line t = θ [x = σ] at
the point on the set U

(k)
cθ (σ) ⊂ Ucθ(σ)[U (k)

cσ (θ)]. Then fulfillment of inequalities:

Q
(1)
1 (θ, x; υ − u0(θ, x)) ≤ 0,∀x ∈ [σ, σ + α̃],∀υ ∈ Ucθ(σ),

Q
(1)
k+1(θ, σ; υ − u0(θ, x)) ≤ 0,∀υ ∈ U

(k)
cθ (σ), for k{1, 2, ...}

[Q(2)
1 (v, σ; υ − u0(t, σ)) ≤ 0,∀t ∈ [θ, θ + α̃],∀υ ∈ Ucσ(θ),

Q
(2)
k+1(θ, σ; υ − u0(θ, x)) = 0,∀υ ∈ U

(k)
cθ (θ), for k{1, 2, ...}],

where Q
(1)
m (.), [Q(2)

m (.)],m = 1, 2, ..., are defined by (45) [(46)], is necessary for opti-
mality of u0(t, x). Note that theorem 4 is a generalization of the analogous theorem
from [4].
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