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NECESSARY OPTIMALITY CONDITIONS OF
QUASI-SINGULAR CONTROLS IN
GOURSAT-DARBOUX SYSTEMS

Abstract

The present paper is devoted to investigation of optimality of quasi-singular
in Goursat-Darbouzx systems, and some known results are generalized.

A number of papers was devoted to investigation of quasi-singular controls and
a lot of various and important results were obtained [1-6]. It is known [1] that
necessary optimality conditions of quasi-singular controls also allow to get additional
information on nonsingular controls in terms of Pontrjagin maximum principle. On
the other hand, the study of quasi-singular control is a simpler problem than the
analogous problem for Pontrjagin’s extremums. The present paper is devoted to
investigation of optimality of quasi-singular controls in Goursat-Darboux systems
and results from [3-4] are generalized.

1. Let on the class of piecewise continuous vector-functions u(t, ) = (uq (¢, x), ...,
ur(t,z)), (t,z) € D ={(t,z) : t € Ji[to, t1],x € Ja = [x0, x1]} taking on values from
the given convex set U of r -dimensional Euclidian space E" (admissible controls),
the following functional be minimized

S(u) = @(z(t1, 21)) (1)
which is defined by means of trajectories of the system
zte = (2, 2t, 22,0, t,x),  (t,z) € D, (2)

Z(t, 1‘0) = (101(t)7 teJi; Z(th:E) = 502(1')7 T € Jo, Qpl(to) = 902(1:0)7 (3)

where the prime (’) denotes transposition and 2z, z,, 2, are partial derivatives of the
n-dimensional vector function z(¢,x).

Suppose that ¢(t), ¢t € J; and @y(x), t € Jy are continuously differentiable
functions. Not specifying it, we assume that for functions f : E™ x E™ x E"Xx
XxE" x I} x Iy — E™ ®(z), z € E™ and investigated admissible controls those
analytic properties are satisfied which we will need during consideration. Exact-
formulation of these properties in concrete case is not complicated. We also assume
that each admissible control u(t,z), (¢,z) € D generates a unique solution (in terms
of [7]) z(t, o), (t,z) € D of problem (2), (3) which is defined everywhere on D.

Admissible control u°(t, ), which is a solution of problem (1)-(3) is called opti-
mal control and we call process (u’(t,z), 2°(t, z)) an optimal process.

2. Denote by C(D, U) a class of piecewise continuous vector functions @ : D — U.
Let (u%(t,x), 2°(t,z)) be a fixed optimal process. We define a special increment of
control u%(t,z) in the following way:

Au(t,x) = edu(t, ), (t,z) € D, (4)

where € € (0,1], du(t,z) = u(t,x) — u®(t,z), a(t,z) € C(D,U).

It is clear that u®(t,x) + Au(t,r) is an admissible control. Denote by Az(t,x)
an increment of 2°(¢, z) responding to increment (4) of the control.

Estimates established e.g., in [8] imply
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1Azt 2)|| < K- e, [[Azi(t, )] <

(5)
<K -g|Az(t,z)|| < K -¢,(t,x) € D, K = const > 0.

Assuming Az(t,x) = edz(t,x) + o(e), Az(t,x) = edz(t,x) + o(e), Azy(t,x) =
€dzy +o(e), (t,x) € D and taking into account (4) using ordinary technique [1,p.80]
it is easy to establish that the following inequality is satisfied along the optimal
process (u’(t,x), 2°(t, z)).

tizy

AS (% 6u) = —e [ H(t, z)0u(t, z)dtdx+
toxo
2
g
—i-f {(5Z/(t1, xl)(I)ZZ (zo(tl,ml)dz(tl,xl) — (6)

—ff [0p (t, ) Hpp(t, £)0p(t, x) + 20p' (¢, x) Hpy (L, x)0u(t, x)+
toxo
+0u (t, x) Hy o (t, 2)0u(t, x)] dtdx} + o(e?) > 0,
for all @(t,z) € C(D,U)(du(t,z) = a(t, x) — u’(t,z)), € € (0,1].
There p = (2,21, 2,)), Op(t,a) = (62(t,x), 0zt @), 024(t,2)), d2(ta) is a
variation of state, which is a solution of the equation in variations:

02tp = fz(t7 x)éz + th (tv x)(szt + sz (t’ x)zx + fu(tv x)(;u(t? ‘75)7 (tv x) €D, (7)
0z(tg, ) = dz(t, x0) = 0. (8)

H(V, z, 2, zx, u,t,x) = V' f(z, 2, 22, u, t, x) is a Hamiltonian of the system, H(t,x) =

(‘IJO( ) (t,l‘), Z?(t>$)7 Zg(t,fl)), uo(t,x), t,x),where ‘110(5,77) = _)‘/(57775 tla$1)
(20 (tl, 131)) and A(§,n;t,x) — (n xn) is Riemannian matrix of variational equation

(7), (8) which is a solution of the following problem [2,9]:

hcAley

Mg = (L) + fo, (6, 2)N+ fo, (8, 2) N, (t,2) € D, (9)
A(&mityn) = Lo, (EmAEmit,n), Aa(€m€ 2) = o (§2)NE m: €, 2),  (10)
A& m;€,m) € E, (§,n) € D (F is unit n X n matrix). (11)

Note that following [2] the solution dz(¢,x), (t,x) € D of problem (7),(8) and
its partial derivatives with respect to ¢,z in domain D can be represented in the
following form using A(§,n;t, z):

t1 x1

52(t,x) = / / NE: t,2) FuEom)Su(E, m)dedn, (12)

to o

x1 tq

6zt(t,x)=/ [A(tm;t,w)fu(tﬂ?)w(t’n)+/At(&n;tw)fu(&n)M(&n)dE] dn,  (13)

o to

t1

0zz(t, x) =/ {/\(ﬁ,x;t,w)fu(f, z)6u(g, ) //\t &3ty @) fulS, mouls, U)dn] dg.  (14)

to

Note that inequality (6) is implicit optimality criterion. On its basis we can
obtain a number of simpler effective optimality conditions which we’ll study in this
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paper. To this end at first we investigate AS(u";du) for special variation of the
following type (variation of control is performed only on the strip parallel to z axis)

v(z) —ul(t,z), (t,x) € D, = 0,0 + p) x Jo C D,
du(t,z) = o u(t,x) = (15)
0, (t,.’lﬁ) € D\Du = Do U Dy,

where t = 6 € J; is not a line of discontinuity of control u’(¢,z), u > 0 is a

sufficiently small number such that
Dy = [to,a] X Jo, D1 = [9 + ,u,tﬂ X JQ;U(JJ) S G(JQ, U)

Denote by 0,2(z,t), (t,x) € D solution of problem (7), (8) corresponding to
variation (15). Taking into account (15), from (12)-(14) we obtain: 1) equalities
Dg hold in domain §,2(t,x) = 0,2(t,x) = 6,2,(t, ) = 0; 2) in domain D,, vector-
functions d,,2(t, ), 0,2, (t, ) have order p and ¢,2(¢, z) is finite with respect to y;
3) in domain D; vector-functions d,2,0,2¢, 9,2, have the same order . Therefore
according to (13), (15) inequality (6) takes the following form:

O+ iz
AS(u%6,u) = —¢ [ [H,(t ) [v(z) — u'(t, z)] dtdz—
0 o (16)

—% (MO0 05 0(2)] + o)} + 0(e?) 2 0,

Vo(z) € C(J2,U),e(0,1), u > 0 are sufficiently small numbers.

There
MO [u03650(0)] = | 1/ (@) o (0.0)0(0) + 20/ @ o0, 0)(00)=
—u’(0,2)) + (v(@) — u’(0,2)) Hy u(0, 2)(v(2) — u°(0, 2))] dx,
where y(z) is a solution of ordinary linear problem:
Y — 0y + Ful6.2)(0() — 0, 2)), 7 € o (18)
y(zo) = 0. (19)

It is interesting to note that taking into account problems (18), (19) by virtue
of the technique from [1,p.177] functional (17) can be represented in the form:

MO [ 0; 0(2)] = [ (0(2) = (6, 2)) Ho w(6,2)(0(x) — u0(6, 2))do+
zy o (20)
+2 [ (v() —u®(0,2)) [HL,,(0,2) + f1,(0,2)¥D)(0,2)] y(z)de,
where
0

— U0, 2) = —fL (0,2) ¥ (0,2) — VD(0,2)f.,(0,2) — H.,.,(0,2),
oz (21)

z € Jo, ¥ (0, 21) = 0.
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For further investigation we consider the functional MM [u?; 0;v(z)] on “needle-
shaped” functions of the form:

velUux€lo,0+8)=J: CJa,
v(z) =v'(z) =
uo(avx)aw € JQ\Jéa

where (0, 0) is a point of continuity u’(¢,z),& > 0 is a sufficiently small number.

Using the scheme from [10], applying Taylor’s formula at the point o and Leibnitz
formula on differentiation of product, we obtain the following representation for
MO0 6; v* ()]:

MO 00 ()] = | (0 — w00, 2)) HY (0, 2)(0 — u0(9, 2))dar+
o4&

+2 [ (v —u’(0,2)) [Hzpu(0,2) + £,(0,2) ¥ (0, )] y(z)dz

= f g(v —u®(0, %)) Hy o(0,7) (v — u®(0, x)dz+ (22)

ktlom o gm=igM (20— u0(0, )

m=1i—=1 dxm—1

gm+1

w=oto P (0,0—u0(8,2)) +o(&k+2).

(m+1)!

, m!
Here C,Z'n = m,

¢V (@, v —u’0,2) = |H,u(0,2) + VD0, 2)f,(0,2)| (v—u’0,2)),z € Jo, (23)

d
@) = ol @) + ol @l @), wf @) = £.0.2),

PO (i = 0(0,2)) = - P a0~ u0(0.2)) + ), () P a0 = 006, ),

J x
Pél)(a:;v —u2(0,2)) = fu(0,2)(v—u’0, ), j=1,2,...,x € Ja. (24)

Consider the functional MM [u®; 8;v(z)] on a number of ”needle shaped” func-
tions of the form:

v; € U,x e [O'Z‘,O'Z‘ —i—lig‘),i =1,m,

v(z) = o(z) = m (25)

ul(0,1),x € Jo\ (U [0i,0: + 1;E) |,
i=1

where g < 01 < 02 < ... < oy < 1 = Opy1, L € [0,
small number such that o; + ;¢ < o0441,1 = 1,m; (0,
continuity of u®(¢, ).

Obviously, v(z) € C(J2,U). Denote by §(z) solution of problem (18), (19)
corresponding to function (25). Then taking into account (25) and problems (10),

+00),& > 0 is a sufficiently
0i),i = 1,m are points of
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(11) we have:

— A 7:0.2) £u(6, m)D () — w08 m))dn =

o

=¢z-sign(i—1) Zl (0,04:0,2) fu(6, Ug)( vy Uo(eaaj))Jr
j=1 (26)

+li)\(0, (o Q,ZL‘)fu(Q, UZ') (’Uz‘ — uO(H, UZ)) ($ - Oi) + 0(5),
WS [O’i,O'Z‘ +1;-8),i € {1, ,m}

Thus, taking into account (25) and (26), subject to (20) we obtain the following
representation for MM [u®; 8; v (z)]:

m o;+1;€

MO0 @) =3 [ (0= u6,2)) Hu u(00)(vi — w*(0. )+

+2) [ (0= u(0,2))[HL,(0,2) + £(0.2) ¥ (0, 2)]
=1 )

x (X0, 04 0,2) fu(0,0:)(vi — u®(0,0))(z — o)) +
i—1
+&-sign (i —1) le)\(ﬁ, 0j;0,2) fu(0,0;) (’Uj — uO(G, Uj)) +0(8))dx =
j=1

m o;+1;E

Z/ W00, 2)) Hy (0, 2)(vs — u0(0, 2))da+ (27)

=1

g4

+52212 00,0,)) [ H.,.(0,04) + (0,08 (0,0:)|

m 1—1

X fu(8,04)(vi —u’(6,0)) + 2622231'971(1' — Vil (v; —u®(0,04)) %

i=1j=1
x [HL, . (0,0:) + f1(8,0:) 8N (0, 0,)] x

XA(0,04;0,0) fu(0,05)(v; — u®(0, oj)) + o(e?).

To write this formula briefly and convenient analogously to [11] we introduce the
function

(w —u0(&,2)) [HL, (& z) + fi(6,2)TWD (€, 2)] x
QOO (Emvsz,w) = ¢ xAEmE ) ful€n) (v —u(En)),n < a (28)

QW [W0) (& 2, win,u),n > .
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In fact if we take into consideration (28) then formula (27) takes on the compact
form:

MO 0; v(x

||
WM3

"
- (0= u(0,2))' Ho o(0,2)(vs — (0, ))dar+
i (29)
‘*’52'2”31@(1) [UO] (G;Jiavivgjavj)lilj + 0(62).

i,j=

The case when investigation AS(u’; du) is carried out by special variation of the
form:

Sult, z) = Sault,z) = { v wte), 2 & Do xlono k)

where 2 = ¢ is not a line of discontinuity of the control u%(t, z), & > 0 is a sufficiently

small number such that D, C D, v(t) € C(J1,U) is a studied analogously.
Omitting the details of calculations we perform the finite results by analogy to

(16)-(24), (27)-(29):

AS(u®; §u) = —etwame&(t,az) [v(z) — u¥(t, z)] dtdz—
to o (30)

—622 {aM(Z) [uo; o u(t)] + o(oz)} +0(?) > 0.

Here
MO0 o;v(t)] = tfl [W'(t)H,, ., (t,0)v(t) + 20" (t)H, (t, o) (v(t)— (31)
—ud(t, ) + (v(t) — ul(t,0)) Hy o(t,o(v(t) — ul(t,o))]dt,
where v[t] is a solution of the ordinary linear problem:
dl:iit) = f..(t,0)v(t) + fu(t, o) (U(l‘) — uo(t,o)) ,t € Jy,u(tg) =05
MW o;u*(t)] = O}E(v —ul(t,0)) Hy o(t,0)(v —ul(t, o)dt+
~ [4
+20}E(U —ul(t, o)) [H;zu(t, o)+ fl(t, U)\Il(2) (¢, 0')] v(t)dt =
’ 0+& (32)
= j; (v —ul(t,0)) Hy o(t,0)(v —ul(t,0))dt+
128 Sy LD
m=1i= - t=6+0
xp® (0,0 — u0 (0, a)h + o(eK+2),
where C! = i!(;n"il.)!;
¢@ (0 —u'(t,0)) = [Hepu(t,0) + U (t,0) fult, 0)) (v — u'(t, 0)),
(33)

() = 220 + o (0 (0,08 0) = £ (,0)
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”uv—waa» Lo (10— Wt 0)) + 0P, (OpP (0 — (2, ),

@ dt (34)
Py (t; ( s )):fu( > )(U_u (t,O’)),]:L2,...,
MO0 5(1)] = 3= T (01 — w0t o)) Hy w(t, 0) (05— u0(t, 0))db+
=10 (35)

+e2 3 Q@ [W0)(0;0;, 04505501l + o(€2),
i7j:
where

(w—u0t, ) [HL . (t,n) + fL(t,n) TP ()] x
QOO (s €, vit,w) = $ XAE mt,m) ful€,m) (0 — uO(E,m)), € < t, (36)

9(2) [u(]] (777 ta w, {7 U)? 5 > t7

4@ (t,n) = — 12 (6, )W (t, ) — WOt ) fo (t, 2)—
ot - (37)

_HZ’I‘ZT (ta "7)7 te le \Il(z) (tla 77) = 0

3. From (6) one can easily obtain a simple necessary optimality condition (dif-
ferential maximum principle for problem (1)-(3)).

Iq?eaé(Hl (t,x)(v—u’(t,z)) =0, ae. (t,x) € D. (38)

Definition 1. Control u®(t,z) satisfying condition (38) is called quasi-singular
along the straight line t = 0 [x = o] with the set Uy C U[U, C U] if there exists
a > 0 such that

1
JH(t,z) (v—uO(t, x)) dz=0,Yv € Up,Yv € [0,6 + ),

zo

t1
[H,(t,z) (v—u’(t,z))dt =0,Vv € Uy,Vz € [0,0 + )|,
to

where

U\{u'(t,z)} # @, (t,x) € [0,0 + o) x
xJo [Ua\{u'(t,2)} # @, (t,x) € J1 X [0,0 + a)].

It is easy to show that any singular control in terms of definition from [3,4] is
singular in terms of definition 1, but singular control n terms of definition 1 may not
be singular control in term of definition from [3,4]. Allowing for definition 1 from
(16) (30) we get the proof of the following theorem.

Theorem 1. Let optimal control u®(t,z) be quasi-singular along the straight
line t = 0[tg, t1)[x = 0 € [xg,21)] on the set Up[U,|. Then inequalities

MO0 0; v(z)] < 0,Vo(z) € C(Ja, Up), (39)

[M<2> [0 o3 0(t)] < 0,Yu(t) € C(Jh,Uy)], (40)
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hold where t = 0 [z = o] is not a line of discontinuity of control u°(t,z), (t,x) € D
functions MM[], MP)[] are defined by (17) and (31), respectively.

Note that optimality conditions (39), (40) in this concrete case are not conve-
nient because each of them requires complicated calculations. Therefore problem
of obtaining simpler, more constructively verifiable necessary optimality conditions
from these conditions appears.

From optimality conditions (39), [40] the simplest optimality condition is directly
obtained

(v— UO(T,H,’)/HU u(Tyx) (v — uO(T,x)) <0,veUyTelfd+a),xc JQ\jQ, (41)

(v —u®(r,2))H., (1,2)(v—u’(T,2)) < 0,0 € Uy,7 € [0,0 +a),t € J1\J1| (42)

where jl - Jl,jg C Jg,jl,jg are some finite sets, i.e., the following assertion is
valid.

Theorem 2. Let optimal control u®(t,z) be quasi-singular along the straight
line t = 0 [x = o] on the set Ug[U,]. Then conditions (41), (42) are necessarily
satisfied.

Definition 2. Control u’(t,z), which is quasi-singular along the straight line
t =0 [z = o] on the set Up|Uy| and satisfying condition (41) ([42]) is called strong
quasi-singular along the straight line t = 0 [x = o] at the point (0,0)[(0,0)] on the
set Ueg(o) C Ug[Uex(0) C Us|, if there exists & > 0 such that

(v —u®(0,2) Hy (0, 2)(v —u(0,2)) = 0,Yv € Uy(c),Vz € [0,0 + &) € Jo

(v —uO(r,0)) Hy o(0,2)(v — u0(0,2)) = 0,Yv € Uny(0),Vt € [0,0 + &) C Ji]
where

U0\ (0, 2)} # @, € [0,0 + &) [Uur (O)\{u"(t,0)} # 2], € 6,6 + &).

From theorem 1, taking into account this definition and formulae (29), (35) we
obtain the following assertion.

Theorem 3. Let control u’(t,z) be strong quasi-singular at the points Uy (0;),
on the sets (0,0;)(zo < 01 < 02 < ... < 0op < x1),1 =1,m, on the sets Upy(0;), [(0,
U)(to < 91 < 92 < ... < Qm < tl) 1= l,m.

Then fulfilment of the inequality

> Q(l)[uo](e;ai,vi;aj;vj)lilj < 0,Yvj € Ug(0i),Vl; > 0,i = 1,m,
ij=1

Z 9(2)[u0](0;9i,vi;0j;Uj)lilj S O,Vvi S UCQ(O'Z'),VZZ' Z O,i = 1,m y
i,7=1

where (0,0;),i = 1,m[(0;,0)i — 1,m|are continuity points of control u°(t,x),
QW [O(), QD [WO)(.) are defined by (28) and (36) reprectively is necessary for op-
timality of u(t,z).

Note that according to definition 1,2 this theorem generalizes the analogous
theorem from [3,4].

Let us introduce the following definition.

Definition 3. Let control u’(t,x) be strong quasi-singular along the straight
line t = 0 [z = o] at the point (0,0)[(0,0)] on the set U.p(o)[Ues(0)]. We call it
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strongly quasi-singular of order k € {1,2,...} along the straight line t = 0 [x = o] at
the point (0,0)[(0,0)] on the set Uc(g) (o) C Uce(a)[Uc(g)(Q) C Uey(0)] if equalities:

QW(6, 530 —u°(0,0)) = 0,Yv € UP (o), m =1, F, (43)
Q20,030 —u(0,0)) = 0, % € U (0),m = TR, (44)
where
B o\ {u0(8,0)} # 2[US (0)\{u’(8,0)} # 2];
W0, 00 —u0(8,0)) =
m o mTt (y 0 (45)
— Z; Cqu (z,v —u(0,2)) o X
xpz(»l_)l(a, v — u0(9, o))ym=1,2,---,
| QW (0. 030 — u%(8,0)) =

= ¥ Gt o =000 00 =00 m=12,... (46)

t=0+o

are satisfied.

If equalities (43)[(44)] are impossible for any natural k then we assume that the
order of singularity equals to zero.

Thus taking into account definition 3 and formulae (27), (32) on the basis of
theorem 1 we obtain the following statement.

Theorem 4. Let the control u°(t,x) being strong quasi-singular along the
straight line t = 0 [x = o] at the point (0,0)[(0,0)] on the set Up(o)[Uesx(0)] be
also strongly quasi-singular of the order k along the straight line t = 0 [x = o] at

the point on the set U(Eg)(a) C Uep(o)] C(fi)(e)] Then fulfillment of inequalities:

le)(e,:r;v — uo( ,x)) <0,Va € [o,0 + a],Vu € Ugy(o),

Q,(;le(é?,a;v —u0(0,2)) < 0,Yv € UM (o), for k{1,2,..}
[Q1 (v,050 —ul(t,0)) <0,V € [0,0 + &), Vv € Uy (0),
Q) (0,030 —uO(0,x)) = 0,0 € UL (0), for k{1,2,...}],

where Q,(%)(.), [Q%)(.)],m =1,2,..., are defined by (45) [(46)], is necessary for opti-

mality of u®(t,z). Note that theorem 4 is a generalization of the analogous theorem

from [4].
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