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THE FORWARD JUMPING METHODS

Abstract

As is known there exists a wide range of numerical methods for solving
the Cauchy problem for ordinary differential equations. Among them forward
jumping methods are little-studied in sprite of the fact that the first paper was
published at the begining of XX century. Because of some deficiencies of forward
jumping methods many authors did not investigate these methods. Therefore in
the given paper the advantages of forward jumping methods are considered.

Introduction. There are some classes of methods for numerical solving the
Cauchy problem for ordinary differential equations. Two of them are popular and
they are called one-step and multistep methods such as Runge-Kutta method and
Adams method. Recently multistep methods are rapidly developed. Obviously, it
is not accident that Krylov A.N. called the Adams method the advanced form of
Runge-Kutta method (see [1, p.293]). Generalization of Adams methods in the form
of k-step method with constant coefficients was completely theoretically investigated
in Dahlquist’s paper (see [2]). In this paper the upper found is found for accuracy
of stable k -step method with constant coefficients which is written in the form: p ≤
2[k/2]+2. There p is the accuracy of k -step method, which is usually called a degree
of k-step method and k is the order of k-step method with constant coefficients. The
famous result belongs to Dahlquist G. (see [3, p.25]).

Note that stability of k-step method with constant coefficients was first inves-
tigated in [4] and it was called a boundedness of variance. The criterion obtained
in [4] for the boundedness of variance was used in [5] as definition of stability for
k-step method with constant coefficients.

The first numerical method that Clairaut applied to calculations of disturbance
of Halley comet (see [6, p.133]) was indirect numerical method.

Now the similar methods are called analytical numerical methods (see, e.g.[7])
Methods obtained from the k-step method with constant coefficients’ can be

divided into three groups: extrapolation method, interpolation methods and forward
jumping methods.

The described above investigations refer to extrapolation and interpolation meth-
ods. However, the first work devoted to investigations of forward jumping method
published in 1910 was the Kowell method. In this paper Kowell method was applied
to precomputation of return of Halley comet (see [6]). We have to note that these
methods were not widely used because of some deficiencies in comparison with in-
terpolation methods, by degree of running ahead methods constructed by Laplace,
Steklov and obeying to Dahlquist laws. The advantages of forward jumping methods
were theoretically proved in [9] and for their use forward jumping methods predictor
corrector was constructed in [10]. The forward jumping method in more general
form was investigated in [11].

Here we find relations between some coefficients of forward jumping method.
Consider the following Cauchy problem:

y′ = f(x, y), y(x0) = y0. (1)

Suppose that problem (1) has a unique solution y(x) defined on the segment
[x0, X] and y(x) has continuous derivatives up to some order p + 1 inclusively.

Let us divide segment [x0, X] into N equal parts by xi = x0 + ih(i = 1, 2, ..., N)
points of division. Denote by ym an approximate value of solution of problem (1) at
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the point xm. Then k-step method with constant coefficients can be written in the
form

k∑
i=0

αiyn+1 = h
k∑

i=0

βifn+i (n = 0, 1, ..., N − k), (2)

here αi, βi(i = 0, 1, 2, ..., k) are some real numbers, k is an integer valued quantity
called the order of method (2). If for αk 6= 0 values y0, y1, ..., yk−1 are known, then
using method (2) we can calculate yk, yk+1, ..., yN .

The forward jumping methods which are obtained from (2) can be written in the
following form:

k−m∑
i=0

αiyn+1 = h

k∑
i=0

βifn+i. (3)

If we suppose m = 0 in (3), then we obtain method (2). Consequently, we
can suppose that m > 0 and αk−m 6= 0. In this case by means of method (3) we
can calculate yk−m if y0, y1, ..., yk−m−1 and yk−m+1, yk−m+2, ..., yk are known. Usu-
ally values y0, y1, ..., yk−m−1 are known because they are initial values. But values
yk−m+1, yk−m+2, ..., yk are unknown and it is required to calculate them. There-
fore application of methods (3) is more complicated than methods of type (2). As
was mentioned above in this case one can use predictor corrector method (see [10]).
To recommend the forward jumping method for numerical solving problem (1) we
have to prove their advantages over the known methods. It was proved in [9] that if
method (3) has order p and is stable for αk−m 6= 0 , then p ≤ k+m+1. Thus, we ob-
tain that for maximal values of forward jumping methods it holds pmax ≥ 2[k/2]+2
for m ≥ 3k or m ≥ 3k + 1 depending on evenness of k or m. Hence it follows that
it is appropriate to investigate methods of type (3).

As it is known by constructing algorithm and especially two-sided methods it is
necessary to determine the signs of the coefficients βj(j = k−m, k−m+1, ..., k) and
also relations between these coefficients. Therefore let us consider some properties
of coefficients βj(j = k −m, k −m + 1, ..., k).

On properties of some coefficients.

The signs of the coefficients and relations between them for stable forward jump-
ing method obtained from (3), can be determined by means of the following theorem.

Theorem. Let method (3) be stable and have order p = k−m+1 and αk−m 6= 0.
Then βk−v = (−1)m−vlm−v(lm−v > 0; v = 0, 1, 2, ...,m),

∣∣βk−s

∣∣ >
∣∣βk−s+1

∣∣ (s =
1, 2, ...,m).

Note that the following relation holds between k and m

k ≥ 3m + 1 or k ≥ 3.

Proof. Allowing for the conditions of theorem we can rewrite (3) in the following
form:

ρ(E)y(xn)− hv(E)y′(xn) = chp+1y(p+1)
n , h → 0, (4)

where E is a displacement operator, i.e., Ey(x) = y(x + h) and

ρ(λ) ≡
k−m∑
i=0

αiλ
i, v(λ) ≡

k∑
i=0

βiλ
i.
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Because of independence of the coefficients in method (3) in the function y(x).
Consider the special case y(x) = exp(x) and suppose τ = exp(h). Then h → 0
implies τ → 1. Moreover relation (4) can be rewritten in the form:

ρ(E) exp(xn)− hv(E) exp(xn) = C(ln τ)p+1 exp(xn), τ → 1. (5)

Using denotations z = (τ + 1)/(τ − 1), τ = (z + 1)/(z − 1) relation (5) can be
written in the form:

R(z)(ln(z + 1)/(z − 1))−1 − S(z) = C(2/z)p−k+m, z →∞ (6)

where

R(z) = ((z − 1)/2)k−mρ(τ) =
k−m∑
i=0

aiz
i (ak−m = 0),

S(z) = ((z − 1)/2)k−1v(τ) =
k−m∑

i=−∞
biz

i.

If method (3) is stable we impose some restrictions on the coefficients of the
polynomial ρ(λ).

If we extend these conditions to the coefficients of the polynomial R(z), then we
have (see [2]);

1. R(z) has no roots with positive real part.
2. R(z) has no multiple roots on imaginary axis and ak−m−1 6= 0.
In [2] it was proved that if method (3) is stable then the nonzero coefficients aj

have the same sign. Therefore we can assume that aj ≥ 0 (i = 0, 1, 2, ..., k − 1).
Further to prove the theorem we use mathematical induction method. To this

end suppose m = 1. In this case sign of βk is defined in [12]. For m = 1 we choose
the coefficient bk such that relation (6) has the following form:

R(z)
(

ln
z + 1
z − 1

)−1

− S(z) =
∞∑
i=3

Ciz
−i, z →∞. (7)

Taking into account that method (3) has the maximum degree, we can write
C2 = 0. Consequently,

dβk = −
∑

i

a2i+1µ2i+1, (8)

where d > 0. If we take into account that µ2i+1 > 0 (see [2]), then it follows from
(8) that βk < 0 or βk = −l1(l1 > 0).

We represent the function S(z) in the form:

S(z) = S0(z) + S1(z),

where

S0(z) =
k−1∑
i=0

biz
i, S1(z) =

βk

2k−1
(z + 1)k−1 z + 1

z − 1
.

Taking into account S(z) in (7) and choosing S0(z) as a principal part of the
obtained function in the left-hand side of relation (7), we can write

S0(z) = R(z)

(
z

2
−

[(k−1/2)]∑
i=0

µ2i+1z
−(2i+1)

)
+

k−1∑
v=1

µ′vz
−v +

βk

2k−1
(z + 1)k−1

×
(

k−1∑
v=1

µ̂vz
−v − 1− 2z−1 − ...− 2z−(k−1)

)
.
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Hence,

S0(1) = R(1)

1
2
−

[(k−1/2)]∑
i=0

µ2i+1

+
k−1∑
v=1

µ′v − βk

(
1 + 2(k − 1)−

k−1∑
v=1

µ̂v

)
, (9)

where µ′1 > 0 and µ̂1 + µ̂2 + ... + µ̂k−1 ≤ 2(k − 2).
Consider the polynomial of the form:

v1(λ) ≡
k−1∑
i=0

βiλ
i.

Then

S0(z) =
(

1
2
(z − 1)

)k−1

v1(τ).

βk−1 6= 0, because method (3) has the maximal degree. But

βk−1 = lim
z→∞

z−(k−1)v1(z) = lim
τ→∞

(
τ − 1
τ + 1

)k−1(1
2

(τ − 1)
)−(k−1)

S(τ) = S(1).

From expression (9) we have S0(1) > 0. Consequently, βk−1 > 0. Thus expres-
sion (9) can be rewritten in the form:

βk−1 + βk = R(1)

1
2
−

[(k−1/2)]∑
i=0

µ2i+1

− βk

(
2 (k − 1)−

k−1∑
v=0

µ̂v

)
. (10)

Taking into account βk < 0 in (10) we obtain that

βk−1 + βk > 0.

Hence
∣∣βk−1

∣∣ > |βk|.
Thus the theorem is proved for m = 1.
We suppose now that the result of the theorem is valid for v ≤ m − 1 and let

us prove it for v = m. In this case if we take into account that method (3) has the
maximum degree, then in relation (7) C1 = C2 = ... = C2m = 0, which implies:

dβk−m+1 + d
(2)
1 βk−m+2 + ... + d

(m)
1 βk = −

[(k−m−1)/2]∑
i=0

a2iµ2+1,

dβk−m+1 + d
(2)
2 βk−m+2 + ... + d

(m)
2 βk = −

[(k−m−1)/2]∑
i=0

a2i+1µ2+3,

..............................................................

dβk−m+1 + d
(2)
2m−1βk−m+2 + ... + d

(m)
2m−1βk = −

[(k−m−1)/2]∑
i=0

a2iµ2+4m−3,

dβk−m+1 + d
(2)
2mβk−m+2 + ... + d

(m)
2m βk = −

[(k−m−1)/2]∑
i=0

a2i+1µ2i+4m−1. (11)

In this case S(z) can be represented in the form:

S(z) = S0(z) + S1(z) + ... + Sm(z),
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where

Sj(z) = βk−m+j(z + 1)k−m(z + 1)j/2k−m(z − 1)j (j = 1, 2, ...,m).

Taking into account S(z) in (7) and choosing S0(z), S1(z), ..., Sm(z) according to
the mentioned sequence as a principal part in the function

R(z)

(
z

2
−

∞∑
i=3

µ2i+1z
−(2i+1)

)
,

and then assuming that z = 1 we have:

S0(1) = R(1)

1
2
−

[k/2]∑
i=0

µ2i+1

− d1βk−m+1 − ...− dmβk +
k∑

v=1

(
µ(1)

v + µ(2)
v

)
, (12)

where µ
(1)
v > 0 and µ

(2)
v > 0 since they are some finite sum of quantities asµs > 0.

It is clear that d1βk−m+1 + ... + dmβk will coincide with one of equations in
the left-hand side of system (11) since method (3) is stable and has the maximum
degree. Consequently, d1βk−m+1 + ... + dmβk < 0.

If we take into account the last fact in (12), we obtain that

βk−m = S0(1) > 0.

Eliminating βk−m+2, ..., βk in system (11) and taking into account in (12) we
come to the case m = 1 according to which

βk−m + βk−m+1 > 0.

If we take into account that βk−m+1 < 0 then we have∣∣βk−m

∣∣ > ∣∣βk−m+1

∣∣ .
Now we cite some concrete examples as an illustration

yn+1 = yn + h(5fn + 8fn+1 − fn+2)/12, p = 3,

yn+1 = yn + h(9fn + 19fn+1 − 5fn+2 + fn+3)/24, p = 4,

yn+1 = yn + h(251fn + 646fn+1 − 264fn+2 + 106fn+3 − fn+4)/720, p = 5.
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