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Mammad R. YUSIFOV

ON CORRECT SOLVABILITY OF A LINEAR
NONLOCAL PROBLEM OF GENERAL FORM FOR

A CLASS OF THIRD ORDER HYPERBOLIC
EQUATIONS

Abstract

In this paper we consider a nonlocal problem for a class of third order linear
hyperbolic equations with measurable, in general, nonsmooth coefficients satisfy-
ing some p - integrability and boundedness conditions. The sufficient conditions
for everywhere correct solvability of the considered problem are found.

Let the following equation be given

(V0u) (t, x) ≡ DtD
2
xu (t, x) +

∑
i+j<3

i=0,1; j=0,1,2

(
Di

tD
j
x (t, x)

)
Ai,j (t, x) = z1,2 (t, x) ,

(t, x) ∈ G = (t0, t1)× (x0, x1)

(1)

under the initial condition

(l0u) (x) ≡ u (t0, x) = z0 (x) , x ∈ (x0, x) (2)

and boundary conditions

(l1u) (t) ≡ ut (t, x0) α1,1 + utx (t, x0) α1,2+

+ut (t, x1) β1,1 + utx (t, x1) β1,2 = z1 (t) ,

(l2u) (t) ≡ ut (t, x0) α2,1 + utx (t, x0) α2,2+

+ut (t, x1) β2,1 + utx (t, x1) β2,2 = z2 (t) , t ∈ (t0, t1) .

(3)

Here u (t, x) = (u1 (t, x) , ..., un (t, x)) is n - dimensional unknown vector-function;
αij and βij are the given n × n dimensional constant matrices, Ai,j (t, x) are n ×
n order matrix functions measurable on G, satisfying the conditions A0,j (t, x) ∈
Lp (G) , j = 0, 1, and there exist the functions A0

1,j (t, x) ∈ Lp (x0, x1) , and A0
0,2 (x) ∈

Lp (t0, t1) such that the conditions

‖A1,j (t, x)‖n×n ≤ A0
1,j (x) , j = 0, 1

and
‖A0,2 (t, x)‖n×n ≤ A0

0,2 (x)

are satisfied almost everywhere on G, where ‖·‖n×n is Euclidean norm of the corre-
sponding matrix.

With respect to the right hand side of the equation and initial-boundary condi-
tions we assume that z0 (x) ∈ W

(2)
p,n (x0, x1) and zi (t) ∈ Lp,n (t0, t1), where Lp,n (t0, t1)



198
[M.R.Yusifov]

Transactions of NAS of Azerbaijan

and Lp,n×n (t0, t1) are spaces of n dimensional row vectors and space of n×n matri-
ces with elements from Lp (t0, t1), respectively, W

(2)
p,n (x0, x1) is a space of all vector

functions with elements of W
(2)
p (x0, x1).

Under these conditions we seek the solution of problem (1)-(3) in the S.L.Sobolev
space

Wp,n ≡ W (1,2)
p,n (G) =

{
u ∈ Lp,n (G)

∣∣Di
tD

j
xu ∈ Lp,n (G) , i = 0, 1, j = 0, 1, 2

}
with the dominating derivative DtD

2
x.

The sets of values of the operators l0, l1 and l2 defined on Wp,n are disconnected
sets. It means that when equation (1) is considered at initial boundary conditions of
form (2) and (3) it is not necessary to impose accordance type additional conditions
on the right hand side of these conditions. By this conditions (2) and (3) are more
natural than classic type initial-boundary condition [1,2,3].

Representation of the functions u ∈ Wp,n by means of defining opera-
tors.

Consider (1), (2), (3). We write this problem in the operator form

V u = z, (4)

where
V = (V0, l0, l1, l2) ,

z = (z1,2 (t, x) , z0 (x) , z1 (t) , z2 (t)) ∈ Ep,n,

Ep,n = Lp,n (G)×W
(2)
p,n (x0, x1)× Lp,n (t0, t1)× Lp,n (t0, t1) .

We assume the norm in the space Ep,n be defined in the natural form with the
help of the equality

‖z‖Ep,n
= ‖z1,2‖Lp,n(G) + ‖z0‖W

(2)
p,n(x0,x1)

+ ‖z1‖Lp,n(t0,t1) + ‖z2‖Lp,n(t0,t1) .

It is easily proved that the operator V : Wp,n → Ep,n is linear and bounded.
If for any z ∈ Ep,n equation (4) (problem (1), (2), (3)) has a unique solution

u ∈ Wp,n and
‖u‖Wp,n

≤ M ‖z‖Ep,n
(5)

then we shall say that the operator V of equation (4) realizes homomorphism between
Wp,n and Ep,n or we shall say that problem (1), (2), (3) is everywhere correct solvable,
where M > 0 is a constant (depending on coefficients of boundary value problem
(1), (2), (3)) independent of z ∈ Ep,n.

We investigate problem (1), (2), (3) with help of integral representations of
special form for the functions u ∈ Wp,n. For the function u ∈ Wp,n we can find
different integral representations. We can represent the functions u ∈ Wp,n, for
example, in the form

u (t, x) = u (t0, x) +

t∫
t0

[ut (τ , x0)− (x− x0) utx (τ , x0)] dτ+



Transactions of NAS of Azerbaijan
[On correct solvability of a nonlocal problem]

199

+

t∫
t0

x∫
x0

(x− ξ) utxx (τ , ξ) dτdξ (6)

by the traces u (t0, x) , ut (t, x0) , utx (t, x0) and dominating derivative utxx (t, x)
([4]).

Now we put such a question. Can we find a representation that would admit to
determine the function u (t, x) uniquely with respect to values (l0u) (x) , (l1u) (t) , (l2u) (t)
and DtD

2
xu (t, x) for the function u ∈ Wp,n? For studying this question we use for-

mula (6). At first we write (6) in the following form

u (t, x) = (Qb) (t, x) ≡ ϕ (x) +

t1∫
t0

[b1,0 (τ) + (x− x0) b1,1 (τ)] dτ+

+

t∫
t0

x∫
x0

(x− ξ) b1,2 (τ , ξ) dτdξ, (t, x) ∈ G,

(7)

where
b = (b1,2 (t, x) , ϕ (x) , b1,0 (t) , b1,1 (t))

and

ϕ (x) = u (t0, x) , b1,0 (t) = ut (t, x0) , b1,1 (t) = utx (t, x0) , b1,2 (t, x) = utxx (t, x) .

It is known that for any function u ∈ Wp,n there exists a unique quadruple
b = (b1,2, ϕ, b1,0, b1,1) ∈ Ep,n by which we can represent this function in the form
(7).

We can show that the opposite one is also valid. In other words, for any given
quadruple b = (b1,2, ϕ, b1,0, b1,1) from Ep,n the function u (x) determined by equality
(6) belongs to the space Wp,n and has the traces u (t0, x) , ut (t, x0) , utx (t, x0) and
dominating derivative utxx (t, x).

Now we try to choose the element b = (b1,2, ϕ, b1,0, b11) so that corresponding
function (7) satisfies conditions (2) and (3). For this we put function (7) in conditions
(2) and (3). Then from (2) we obtain that

(l0u) (x) = ϕ (x) . (8)

We obtain the following conditions from conditions (3)

(l1u) (t) = b1,0 (t) α1,1 + b1,1 (t) α1,2+

+

b1,0 (t) + ∆b1,1 (t) +

x1∫
x0

(x1 − ξ) b1,2 (t, ξ) dξ

β1,1+

+

b1,1 (t) +

x1∫
x0

b1,2 (t, ξ) dξ

β1,2,
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(l2u) (t) = b1,0 (t) α2,1 + b1,1 (t) α2,2+

+

b1,0 (t) + ∆b1,1 (t) +

x1∫
x0

(x1 − ξ) b1,2 (t, ξ) dξ

β2,1+

+

b1,1 (t) +

x1∫
x0

b1,2 (t, ξ) dξ

β2,2,

(9)

where ∆ = x1 − x0.
Denote by

γ1,1 = α1,1 + β1,1, γ1,2 = α1,2 + ∆β1,1 + β1,2,

γ2,1 = α2,1 + β2,1, γ2,2 = α2,2 + ∆β2,1 + β2,2,

α1 (x) = β1,1 (x1 − x) + β1,2,

α2 (x) = β2,1 (x1 − x) + β2,2,

and we rewrite equality (9) in the following form

b1,0γ1,1 + b1,1γ1,2 = (l1u) (t)−
x1∫
x0

b1,2 (t, ξ) a1 (ξ) dξ,

b1,0γ2,1 + b2,2γ2,2 = (l2u) (t)−
x1∫
x0

b1,2 (t, ξ) a2 (ξ) dξ.

(10)

We can consider equality (10) as a system of linear algebraic equations with
respect to b1,0 (t) and b1,1 (t).

With the help of 2n -dimensional matrix

γ =
(

γ1,1 γ1,2

γ2,1 γ2,2

)
we write system (10) in the form of vector equation

(b1,0 (t) , b1,1 (t)) γ =

=

(l1u) (t)−
x1∫
x0

b1,2 (t, ξ) a1 (ξ) dξ, (l2u) (t)−
x1∫
x0

b1,2 (t, ξ) a2 (ξ) dξ

 . (10′)

Let the matrix γ be reversible and γ−1 =
(

k1,1 k1,2

k2,1 k2,2

)
, where each of ki,j is

some n-dimensional square constant matrix. Then from (10′) we obtain

(b1,0 (t) , b1,1 (t)) =

=

(l1u) (t)−
x1∫
x0

b1,2 (t, ξ) a1 (ξ) dξ, (l2u) (t)−
x1∫
x0

b1,2 (t, ξ) a2 (ξ) dξ

 γ−1.
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Therefore

b1,0 (t) =

(l1u) (t)−
x1∫
x0

b1,2 (t, ξ) a1 (ξ) dξ

 k1,1+

+

(l2u) (t)−
x1∫
x0

b1,2 (t, ξ) a2 (ξ) dξ

 k2,1,

b1,1 (t) =

(l1u) (t)−
x1∫
x0

b1,2 (t, ξ) a1 (ξ) dξ

 k1,2+

=

(l2u) (t)−
x1∫
x0

b1,2 (t, ξ) a2 (ξ) dξ

 k2,2.

(11)

Now taking into account (8) and (11) in equality (7) we obtain

u (t, x) = (l0u) (x) +

t1∫
t0

(l1u) (τ) [k1,1 + k1,2 (x− x0)] dτ+

+

t1∫
t0

(l2u) (τ) [k2,1 + k2,2 (x− x0)] dτ+

+
∫∫

G

b1,2 (τ , ξ) {E (x− ξ) θ (t− τ) θ (x− ξ)− θ (t− τ) [a1 (ξ) k1,1+

+a2 (ξ) k2,1 + a1 (ξ) k1,2 (x− x0) + a2 (ξ) (x− x0)]} dτdξ

(12)

where θ (z) is a Heaviside function on the space R of real numbers, and E is n× n
dimensional unit matrix.

Let

β1 (x) = k1,1 + k1,2 (x− x0)

β2 (x) = k2,1 + k2,2 (x− x0)

R0 (τ , ξ; t, x) = θ (t− τ) [(x− ξ) θ (x− ξ) E − a1 (ξ) β1 (x)− a2 (ξ) β2 (x)] .

(13)

Now we write formula (13) in the following from

u (t, x) = (l0u) (x) +

t1∫
t0

(l1u) (τ) β1 (x) dτ+

+

t1∫
t0

(l2u) (τ) β2 (x) dτ +
∫∫

G

utxx (τ , ξ) R0 (τ , ξ; t, x) dτdξ.

(14)
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Thus the following theorem is proved.
Theorem 1. If det γ 6= 0, then any function u ∈ Wp,n is represented in the

form of (14 ).
It is obvious that the right hand side of formula (14) is defined by the values

(l0u) (x) , (l1u) (t) , (l2u) (t) and utxx (t, x) of the operators l0, l1, l2 and DtD
2
x on

the considered function u (t, x). Therefore, we call the operators l0, l1, l2 and DtD
2
x

determining ones for representation (14).
Equivalent integral equation.
Beginning with formula (14) we seek the solution of problem (1), (2), (3) in the

following form

u (t, x) = z0 (x) +

 t1∫
t0

z1 (τ) β1 (x) + z2 (τ) β2 (x)

 dτ+

+
∫∫

G

b1,2 (τ , ξ) R0 (τ , ξ; t, x) dτdξ, (15)

where b1,2 ∈ Lp,n (G) is an unknown function.
The fulfilment of initial condition (2) and nonlocal boundary conditions (3) for

function (15) is obvious. Therefore, it remains to require from function (15) it were
a solution of equation (1). For this we write function (15) in the form:

u (t, x) = g0 (t, x) + u (t, x) , (16)

where

g0 (t, x) = ϕ (x) +

t1∫
t0

[z1 (τ) β1 (x) + z2 (τ) β2 (x)] dτ ,

u (t, x) =
∫∫

G

b1,2 (τ , ξ) R0 (τ , ξ; t, x) dτdξ.

(17)

Then for function (15) we write equation (1) in the following form

(V0u) (t, x) = z (t, x) , (18)

where z (t, x) = z1,2 (t, x)− (V0g0) (t, x).
Expression (13) of the function R0 (τ , ξ; t, x) shows that the function u (t, x) has

the following form

u (t, x) =

t∫
t0

x∫
x0

b1,2 (τ , ξ) (x− ξ) dτdξ−

−
t∫
t0

x∫
x0

b1,2 (τ , ξ) [a1 (ξ) β1 (x) + a2 (ξ) β2 (x)] dτdξ.
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Therefore the equalities

ut (t, x) =

x1∫
x0

b1,2 (t, ξ) [(x− ξ) θ (x− ξ) E − a1 (ξ) β1 (x)− a2 (ξ) β2 (x)] dξ,

ux (t, x) =
∫∫

G

b1,2 (t, ξ) θ (x− ξ)
[
θ (x− ξ) E − a1 (ξ) β′

1 (x)− a2 (ξ) β′
2 (x)

]
dτdξ,

utx (t, x) =

x∫
x0

b1,2 (t, ξ)
[
θ (x− ξ) E − a1 (ξ) β′ (x)− a2 (ξ)β′

2 (x)
]
dξ,

uxx (t, x) =

t1∫
t0

b1,2 (τ , ξ) θ (t− τ) dτ , utxx (t, x) = b1,2 (t, x)

(19)

are valid.
Using (19) from (18) we obtain

(V0u) (t, x) = (Nb1,2) (t, x) ≡ b1,2 (t, ξ) +

+
∫∫

G

b1,2 (τ , ξ) K0 (τ , ξ; t, x) dτdξ +

x1∫
x0

b1,2 (t, ξ) K0,1 (ξ; t, x) dξ+

+

t1∫
t0

b1,2 (τ , ξ) K1,0 (τ ; t, x) dτ = z (t, x) , (t, x) ∈ G,

(20)

where

K0 (τ , ξ; t, x) = R0 (τ , ξ; t, x) A0,0 (t, x) +

+θ (t− τ)
[
θ (x− ξ) E − a1 (ξ) β1′ (x)− a2 (ξ) β′2 (x)

]
A0,1 (t, x) ;

K1,0 (τ ; t, x) = θ (t− τ) A0,2 (t, x) ; K0,1 (ξ; t, x) =

= [(x− ξ) θ (x− ξ) E − a1 (ξ) β1 (x)− a2 (ξ) β2 (x)]A1,0 (t, x) +

+
[
θ (x− ξ) E − a1 (ξ) β1′ (x)− a2 (ξ) β′2 (x)

]
A1,1 (t, x) .

(21)

Thus for defining b1,2 (t, x) we obtain two-dimensional integral equation (20).
Thus the following theorem is proved.

Theorem 2. Let det γ 6= 0. In order that problem (1), (2), (3) be always
correctly solvable it is necessary and sufficient that integral equation (20) for any
z ∈ Lp,n (G) have a unique solution b1,2 ∈ Lp,n (G).

Existence and uniqueness of solution.
Let b1,2 ∈ Lp,n (G) be a solution of equation (20). We write equation (20) in the

following form

(N1 + N2 + I) b1,2 = z, (22)



204
[M.R.Yusifov]

Transactions of NAS of Azerbaijan

where I is a unit operator in the space Lp,n (G) and

(N1b1,2) (t, x) =

t∫
t0

x∫
x0

b1,2 (τ , ξ) [(x− ξ) A0,0 (t, x) + A0,0 (t, x)] dτdξ+

+

x∫
x0

b1,2 (τ , ξ) [(x− ξ) A1,0 (t, x) + A1,1 (t, x)] dξ +

t∫
t0

b1,2 (τ , ξ) A0,2 (t, x) ;

(N2b1,2) (t, x) = −
t∫
t0

x1∫
x0

b1,2 (τ , ξ) {[a1 (ξ) β1 (x) + a2 (ξ) β2 (x)]A0,0 (t, x) +

+
[
a1 (ξ) β′1 (x) + a2 (ξ) β′2 (x)

]
A0,1 (t, x)

}
dτdξ−

−
x1∫
x0

b1,2 (τ , ξ) {[a1 (ξ) β1 (x) + a2 (ξ) β2 (x)]A1,0 (t, x) +

+
[
a1 (ξ) β′1 (x) + a2 (ξ) β′2 (x)

]
A1,1 (t, x)

}
dτdξ.

(23)

The operator N1 acting n the space Lp,n (G) is linear bounded and is a two-
dimensional integral Volterra operator with respect to the point (t0, x0). Then the
operator (I + N1) has a bounded inverse operator B = (I + N1)

−1 acting in the
space Lp,n (G). Then from (22) we obtain that

b1,2 + BN2b1,2 = Bz. (24)

Thus, the solutions of equations (22) and (24) in the space Lp,n (G) are equivalent.
Now we estimate the norm ‖N2‖ of the operator N2 : Lp,n (G) → Lp,n (G).
It is obvious that

‖(N1b1,2) (t, x)‖n ≤
t∫
t0

x∫
x0

‖b1,2 (τ , ξ)‖n

[
‖ϕ1 (ξ, x)‖n×n ‖A0,0 (t, x)‖n×n +

+
∥∥∥∥∂ϕ1 (ξ, x)

∂x

∥∥∥∥
n×n

‖A0,1 (t, x)‖n×n dτdξ +

x∫
x0

‖b1,2 (t, τ)‖n×

×
[
‖ϕ1 (ξ, x)‖n×n ‖A1,0 (t, x)‖n×n +

∥∥∥∥∂ϕ1 (ξ, x)
∂x

∥∥∥∥
n×n

‖A1,1 (t, x)‖n×n

]
,

(25)

where ‖·‖n and ‖·‖n×n are Euclidean norms for n dimensional vectors and n × n
dimensional matrices, respectively, and

ϕ1 (ξ, x) = a1 (ξ) β1 (x) + a2 (ξ) β2 (x) .



Transactions of NAS of Azerbaijan
[On correct solvability of a nonlocal problem]

205

Let
ϕ0

1 (ξ, x) = ‖ϕ1 (ξ, x)‖n×n , a0
i (ξ) = ‖ai (ξ)‖n×n ,(

∂ϕ1 (ξ, x)
∂x

)0

=
∥∥∥∥∂ϕ1 (ξ, x)

∂x

∥∥∥∥
n×n

, β0
i (ξ) = ‖βi (ξ)‖n×n .

Then we have
ϕ0

1 (ξ, x) ≤ a0
1 (ξ) β0

1 (x) + a0
2 (ξ) β0

2 (x) . (26)

Besides, from (13) we have

β′1 (x) = k1,2, β′2 (x) = k2,2.

Therefore, the matrix
∂ϕ1 (ξ, x)

∂x
is constant with respect to x ∈ (x0, x1) and(

∂ϕ1 (ξ, x)
∂x

)0

≤ a0
1 (ξ) k0

1,2 + a0
2 (ξ) k0

2,2, (27)

where k0
i,2 = ‖ki,2‖n×n. Further form the expressions of the matrix functions a1 (ξ)

and a2 (ξ) it follows that

a0
1 (ξ) ≤ β0

1,1 (x1 − ξ) + β0
1,2,

a0
2 (ξ) ≤ β0

2,1 (x1 − ξ) + β0
2,2,

(28)

where β0
i,j =

∥∥βi,j

∥∥
n×n

.
Thus, using the Minkowsky inequality, from (26) and (27) we have∥∥ϕ0

1 (·, x)
∥∥

Lq(x0,x1)
≤

∥∥a0
1

∥∥
Lq(x0,x1)

q0
1 (x) +

∥∥a0
2

∥∥
Lq(x0,x1)

q0
2 (x) (29)

and∥∥∥∥∥
(

∂ϕ0
1 (·, x)
∂x

)0
∥∥∥∥∥

Lq(x0,x1)

≤
∥∥a0

1

∥∥
Lq(x0,x1)

k0
1,2 (x) +

∥∥a0
2

∥∥
Lq(x0,x1)

k0
2,2 (x) , (30)

where
1
p

+
1
q

= 1.

Further by virtue of equality (28) we have

∥∥a0
1

∥∥
Lq(x0,x1)

≤ β0
1,1

(
∆q+1

q + 1

) 1
q

+ β0
1,2∆

1
q ,

∥∥a0
2

∥∥
Lq(x0,x1)

≤ β0
2,1

(
∆q+1

q + 1

) 1
q

+ β0
2,2∆

1
q ,

(31)

where ∆ = x1 − x0. Therefore from inequalities (29) and (30) we obtain

∥∥ϕ0
1 (·, x)

∥∥
Lq(x0,x1)

≤

[
β0

1,1

(
∆q+1

q + 1

) 1
q

+ β0
1,2∆

1
q

] (
k0

1,1 + ∆k0
1,2

)
+

+

[
β0

2,1

(
∆q+1

q + 1

) 1
q

+ β0
2,2∆

1
q

] (
k0

2,1 + ∆k0
2,2

)
≡ ∆1

(32)
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and ∥∥∥∥∥
(

∂ϕ0
1 (·, x)
∂x

)0
∥∥∥∥∥

Lq(x0,x1)

≤

[
β0

1,1

(
∆q+1

q + 1

) 1
q

+ β0
1,2∆

1
q

]
∆k0

1,2+

+

[
β0

2,1

(
∆q+1

q + 1

) 1
q

+ β0
2,2∆

1
q

]
k0

2,2 ≡ ∆2.

(33)

Now using Holder inequality from (25) we obtain

‖(N2b1,2) (t, x)‖n ≤ ‖b1,2‖Lp,n(G) (t1 − t0)
1
q

[∥∥ϕ0
1 (·, x)

∥∥
Lq(x0,x1)

‖A0,0 (t, x)‖n×n +

+

∥∥∥∥∥
(

∂ϕ1 (·, x)
∂x

)0
∥∥∥∥∥

Lq(x0,x1)

‖A0,1 (t, x)‖n×n + ‖b1,2 (t, ·)‖Lp,n(x0,x1)
×

×

‖ϕ1 (·, x)‖Lq(x0,x1)
A0

1,0 (x) +

∥∥∥∥∥
(

∂ϕ1 (·, x)
∂x

)0
∥∥∥∥∥

Lq(x0,x1)

A0
1,1 (x)

 .

(34)

Allowing for (32) and (33) in inequality (34) we have

‖(N2b1,2) (t, x)‖n ≤

≤ ‖b1,2‖Lp,n(G) (t1 − t0)
1
q
[
∆1 ‖A0,0 (t, x)‖n×n + ∆2 ‖A0,1 (t, x)‖n×n

]
+

+ ‖b1,2 (t, ·)‖Lp,n(x0,x1)

[
∆1A

0
1,0 (x) + ∆2A1,1 (x)

]
.

From these inequalities by virtue of Minkowsky inequality we have

‖(Nb1,2)‖Lp,n(G) ≤ γ0 ‖b1,2‖Lp,n(G) , ∀b ∈ Lp,n (G) , (35)

where

γ0 = (t1 − t0)
1
q

[
∆1 ‖A0,0‖

Lp,n×n(G)
+

+∆2 ‖A0,1 (t, x)‖Lp,n×n(G)

]
+ ∆1 ‖A1,0‖

Lq(x0,x1)
.

From apriori estimation (35) obtained for the operator N we get

‖N2‖ ≤ γ0.

Then for the operator BN2 we have

‖BNb1,2‖Lp,n(G) ≤ γ0 ‖B‖ ‖b1,2‖Lp,n(G) . (36)

Thus, if
γ1 = ‖B‖ γ0 < 1,

then equation (24) for any z ∈ Lp,n (G) will have a unique solution b1,2 ∈ Lp,n (G).
It is obvious that at this solution b1,2 ∈ Lp,n (G) equation satisfies the following
condition, too

‖b1,2‖Lp,n(G) ≤
1

1− γ1

‖B‖ ‖z‖Lp,n(G) . (37)
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Thus the following theorem is valid.
Theorem 3. If det γ 6= 0 and γ1 < 1, equation (20) for any z ∈ Lp,n (G) has

a unique solution b1,2 ∈ Lp,n (G) and for this solution estimation (37) is valid.
Theorems 2 and 3 show that the following theorem is also valid
Theorem 4. If det γ 6= 0 and γ1 < 1, problem (1), (2), (3) is everywhere

correctly solvable.
Remark. Expressions (32) and (33) of the numbers ∆1 and ∆2 show that if

βi,j = 0, i, j = 1, 2 (38)

then ∆1 = ∆2 = 0. Therefore by virtue of (35) we have γ0 = 0. Consequently, in
this case γ1 = 0. Thus in this case problem (1), (2), (3) is everywhere correctly
solvable if

det
(

a1,1 a1,2

a2,1 a2,2

)
6= 0. (39)

Note that if conditions (38) and (39) are fulfilled, we can consider boundary
condition (3) together with initial conditions (2) as a new type Goursat condition.
In particular, when α1,1 = α2,2 = E, α1,2 = α2,1 = 0 conditions (13) have the form

ut (t, x0) = z1 (t) ,
utx (t, x0) = z2 (t) ,

(40)

where zi (t) ∈ Lp,n (t0, t1). The paper [5] is devoted to the solution of problems (1),
(2) and (40).
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