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OPTIMAL CONTROL BY THE COEFFICIENTS OF
A PARABOLIC EQUATION

Abstract

In this paper a problem on the optimal control by the coefficients of a parabolic
type equation is considered. The correctness problems of statement of problem
are investigated, the differentiability of objective functional is proved, the expres-
sion for its gradient is obtained, the necessary optimality condition of control is
established.

The problems on optimal control problems by the coefficients of equations of
mathematical physics are of great applied significance [1-3]. By studying the cor-
rectness of statement of these problems and by obtaining the necessary optimality
conditions for them, difficulties concerned with their strong nonlinearity arise. These
problems are nonlinear even when the equation describing the system status is linear,
and the minimized functional is linear.

In this paper the optimal control problem by the coefficients of a parabolic
equation is investigated. The similar problems earilear were studied in the papers
[1,4-6] and others, provided that the coefficients of operation are found out in the
spaces Ly, and W,. In the present paper the coefficients of a parabolic equation
are sought in the spaces L, and Wpl, where p and ¢ are some finite numbers.

For the optimal control problem considered below, the problems of correctness
and statement are investigated, the differentiability of objective functional is proved,
the expression for its gradient is obtained and the necessary condition for optimal
control is established.

1. Statement of problem. Let € be a bounded domain of two dimensional
Euclidean space FEs satisfying the condition of the cone [7, p.93], I' be a boundary
of the domain  which is issumed to be continuous by Lipschitz, T' > 0 be a given
number, 0 <t <T, Qr =Q x(0,7), Sy =1 x[0,T], z = (x1,x2) be an arbitrary
point of the domain Q. The functional spaces C(Qr), Ly (Qr), W21(Q), Wpl’l(QT),
WQM(QT), Wg’l(QT), ‘0/21’0(QT), (p,q > 1) used bellow are determined, for example,
in [7].

Let the state of controlled process be described by the following parabolic type
linear equation

2
ou o ou
o 2o, (“““’“m) Frolmu =g,

(z,t) € Qr, (1)

where f(x,t) is a given function from

Ly (Qr), v=uv(z,t) = (vo(x,t), vi(z,t), va(z,t))

is a control, u = u(z, t) is a solution of equation (1).
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Let the following boundary conditions be given for equation (1)
U|t:0:(P0(ZE), T € U|ST =0, (2)

where @y () is a given function from W (Q).
Let the control v = v(z,t) be found in the following set of feasable controls

V =Wy x Vi x Vo C B = Ly(Qr) x W, (Qr) x W, (Qr), (3)
where
Vo = {vo = vo(@,1) s v0 € Ly(Qr), lvoll, (gr) < do} - (4)
Vo = {’Ua =vqo(z,t) 1 vy € Wpl’l(QT), 0 <vq <vg <wvglz,t) <
Spone Qr || 2] <y | Pl <)
L) Ti || Ly(Qr)
i=1,2},a=1,2. (5)

: ),da(z’,a =1,2), p>4, ¢ > 2 are given numbers.
Consider the minimization problem of the functional.

J(0) = (e, T;v) = 0y (@)1 (6)

on the solutions v = u(z,t) = u(z,t;v) of boundary value problem (1), (2) of
corresponding to all feasible controls v € V. Below this problem is called problem
(1)-(6).

Under the solution of boundary value problem (1), (2) for each v € V' we shall
understand the function v = u(z,t) = u(x, t;v) from 10/'21’0(QT) satisfying the identity

an 2 ou 0On B
/ <_u8t + ;Udaxaaxa + U0u77> dzdt =

Here do, tty, Va, e

- / o(x)n(z.0)dz + / frdzdt, (7)
Q Qr

for any function n = 7(z,t) from Wi () equal to zero at ¢ = T. At accepted
above assumptions from the results of the book [7, ch.III. 4] it follows that at each
v € V boundary value problem (1), (2) has a unique solution from VQI’O(QT) and
the estimation

||u||V21’0(QT) <M ||f||L2(QT) + ||<P0||L2(Q) (8)

is valid.

Here and everywhere below M denotes positive constants which are independent
of feasible controls and estimated quantities.

Besides, the solution of problem (1), (2) from 10/'21’0(QT) belongs also to space
W;’&(QT) = W Qr) N W, (Qr), satisfying equation (1) at a.e. (z,t) € Qr and
the estimation [7. ch. III, 6]

etz gy < M [1Flzaar) + 90 lhwgeny (9)
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holds.

2. Correctness of statement of the problem.
Theorem 1. Let the conditions at statement of problem (1)-(6) be satisfied.

Then in problem (1)-(6) the set of optimal controls V, = {v* eV :J(vy) = in‘f/J(v)}
(S

1s nonempty, weakly compact in B and any minimizing sequence {U(")} weakly in
B converges to V.
Proof. We show that the functional J(v) is weakly continuous on V. Let
v = (vg,v1,v2) € V be some control, {v(”) = (v(()"),vg"),vgn)>} C V be an arbi-
trary sequence such that
v™ = v weekly in B. (10)

Let u™ = (" (z,t) = u (z,t; v )) be a solution of boundary value problem (1),
(2) from W;: 0 1(Qr) at v = v, Then from estimation (9) it follows that

Hu(") < const,¥n =1,2,....) (11)

w3 (Qr)

Hence, from (10) and from compactness of embeddings W, (Qr) — C(Q7),
Wy (Qr) — Lo (Qr),Vr € (0,00), W3 (Qr) — L (Q) [7, p.78], 8, p.33] it follows
that from the sequence {U("), u(")} we can extract such subsequence which we denote

by {U(”) ,ul™) } that

v(()n) — vg weekly in L, (Qr), (12)

v&") — vo(a = 1,2) weekly in Wpl’l(QT) and strongly in C(Q7), (120)
u™ — u weekly inWy"' (Qr) and strongly in L,(Qr), Vr € (0,00), (12¢)
") li=r — u |¢=r strongly in Lo (1), (12d)

where u = u(z,t) is some function from W227’01(Q) We show that u = u(z,t) =
= u(z,t;v), i.e. the function u = u(z,t) is a solution of problem (1), (2) at v € V.
The functions u(™ = u(™(z,t), n = 1,2,... satisfy the identity

2
B, Au™ 9
9T (n) n (n), (n) _
/( Ut oy +O?:11)a 9z, O +vy'n 77) dxdt

= /(p(x)n(x,O)dx+ /fnd:vdt,n =1,2,.., (13)

Q Qr
Vi = n(z,1) € Wy (Qr), n(e,T) =0.
Using (12 b), (12 ¢) and (11) we obtain that

[

Qr

()
m U 00 ot / 00 2% I Gt (0= 1,2). (14)

a'pa T 8% axa

o
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Besides, it is clear that

/v&”)u(”)nda:dt = /vg")undardt + /U((]n)(u(”) — u)ndxdt. (15)
Qr Qr Qr
Since u € Log/(g—2)(Q1), 1 € L2(Q7) then un € Lyy—1)(Qr). Hence, from (12)
it follows that
/U((]n)undxdt — /Uoundacdt. (16)
Qr Qr

Further, using the known inequality (1.8) from [7, p.75], the condition [lvo|l; g,y <
dy and (12b) we have

X

/ o — ujndadt] < do [~ Loa/(4-2)(@r)
e

Qr

X “nHLz(QT) - 0
Allowing for these relations and (14) in (15) we obtain

/vén)u(”)ndxdt — /Uoundxdt. (17)
Qr Qr

Now passing to the limit in (13) as n — oo and allowing for (14), (17) and (12
b) we obtain that the function u = wu(z,t) satisfies identity (7). Hence and from
u € W227’01(QT) it follows that the function v = u(z,t) satisfies equation (1) at a.e.
(z,t) € Qr and boundary conditions (2) are satisfied. Thus u = u(z,t) = u(z,t;v).

Finally, using (22) from (1) we obtain that J (v(™) — J(v), i.e, the functional
J(v) is weakly continuous on V. Besides, the set V' defined by relations (3), (5)
is convex, closed and bounded in the reflexive Banach space B. Therefore, the
statement of theorem 1 follows from the Weierstrass theorem [9, p.49]. The theorem
is proved.

We now consider the minimization problem of the functional

Is(v) = J(v) + Blv — w5 (18)

on the set V defined by relations (3)-(5) under conditions (1), (2) where g > 0 is
a given number, w = (wo,wi,w2) € B is a given element, the functional J(v) is
determined by formula (6). We shall call this problem (1)-(5), (18).

Theorem 2. Let the conditions of theorem 1 be satisfied and 3 > 0. Then for
any w € B problem (1)-(5), (18) has at least one solution. If B > 0 then there
exists dense subset G of the space B such that for any w € G, problem (1)-(5), (18)
has a unique solution.

Proof. The functional Ig(v) represents a sum of weakly continuous functional
J(v) and weakly semi-continuous below functional 3|lv — wl||3, (8>0). Conse-
quently, the functional Iz(v) is weakly semi-continuous below on V. Then from
Weierstrass theorem [99 p. 49] it follows that at § > 0 problem (1)-(5), (18) has at
least one solution.
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Now let 8 > 0. As was proved in theorem 1 the functional J(v) is weakly con-
tinuous on V. Therefore J(v) is continuous by the norm of the B on V. Besides,
the functional J(v) on V is bounded from below, the space B is uniformly convex
and the set V' is closed bounded in B. Then by the known theorem [10], there exists
a dense subset G of the space w € G such that for any 8 > 0 problem (1)-(5), (8)
has a unique solution. Theorem 2 is proved.

3. Differentiability of functional and necessary optimality condition.
Let us introduce the following adjoint problem on defining the function ¢ =
P(x,t) = P(x,t;v) from the conditions

2

0 0 (U o ) ot =

AL a_ oo - 1/)—0, (.’I),t) EQ ) (19)
ot _18:1:@ 0% 0 T

1/) |t:T = _Z[U’ (IT; U) - QDl(ZI?)], VIS Qa 1/) |ST = 07 (20)

where u = u(z,t;v) is a solution of problem (1), (2) at v € V.
Under the solution of problem (19), (20) at each v € V' we will understand the
function 9 = (x,t) from V;’O(QT) satisfying the identity

2
o I On
— a7 dzdt =
/ (Q/) ot + ZU 0z Oz, +voun | dz
Qr a=l
— =2 [ [u, (T 0) = 1 (@), T, 1)
Qr

Vi = n(z,t) € Wy (Qr), n(w,0) =0.

If instead of variable ¢ we take a new independent variable 7 = T'— ¢ in relations
(19), (20) then we obtain boundary value problem of type (1), (2). Therefore from
the results of the book [7 ch.IV, 4] It follows that problem (19), (20) at each v € V'
has a unique solution from V,**(Q7). Moreover, if ¢, (z) € W (), then the solution
of problem (19), (20) belongs to the space W;’&(QT), satisfies equation (19) at a.e.
(x,t) € Qr, and the estimate [7.ch. III, §6]

Wl gy < M (e, T:) = 01 (@) g o (22)
holds. Besides allowing for the inequality [11 p.161]
e, 7:0) g oy < M ullyza o,

and estimation (6), from (22) we obtain

[Pl gy <M [Hf“LQ(QT) + lleollwy o) + ||‘:01||W21(Q)] : (23)

Now we introduce the following boundary value problem on defining the functions
0; = 0;(x,t) = 0;(x,t;v) (1 =1,2) from the conditions

25%0; 9%,

‘0x7 Ot

_
B 835@ 85[;1'7

+0; (*Tv t) € Qr, (24)

o=
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89i

E 287 cos (v,zq)] =0,
« Sp
00, 00, .
87; |t:0 = aitz |t:T = 0, T Ec Qa ('L = la 2)7 (25)

where u = u(z, t;v), 1 = 1(z,t;v) are solutions of problems (1), (2) and (19), (20)
at v € V, respectively v is a unit exterior normal to T'.

Under the solution of problem (24), (25) we we’ll understand the function 6; =
0i(x,t) = 0;(z,t;v) from WQI’I(QT) satisfying the identity.

00, on , 99 0n -
/ (Z Ona Oze | Ot O T 0’”) didt =

ou Oy

0x; 0x;
Qr

Boundary value problem (24), (25) is a Neumann problem for elliptic equation
(24).
According to lemma 3.3 from [7,p.95] the estimations

ndxzdt, (i =1,2). (26)

ou
< M flully21 g,
‘ 6$Z L4(QT) W2 (QT)
oY :
F < Mgl g,y (0=1,2) (27)
' 9%i || Ly(0r) Wy (Qr)
are valid. ou 8
Hence, if follows that %% € La(Qr), (i = 1,2). Then from the Lax Milgram
[ )

lemma [12, p.39]. It follows that problem (24), (25) at each v € V has a unique
solution from W21 1(Qr) and

o
0x;

||9 ||W11 < M‘

,(i=1,2).

Oz; L4(QT)

L4(QT)

Then here allowing for estimations (27), (9) and (23) we have

10:llw2 (ory < M (1100 + 120llwiey] X

”f||L2(QT) + “(/JOHWQl(Q) + ”‘P1||L2(QT)] , (1=1,2). (28)

Theorem 3. Let the conditions of theorem 1 be satisfed and o, (z) € Wi ().
Then functional (6) is continuously differentiable by Frechet on V and gradient has
the form

J'(v) = (u(z, t;v) Y (z,t;0) , 01 (z,t;0)

0(z,t;v). (29)



Transactions of NAS of Azerbaijan 253
[Optimal control by the coef.of a parab.equat.]

Proof. Let dv = (dvg, dv1,dv2) € B be an increment of control on the element
v € V such that v+dv € V. Then the solution of problem (1), (2) gets the increment

du(z,t) = u(z,t;v + 0v) —u(z,t;v).

From conditions (1), (2) it follows that the function on du = ou (z,t) € Wi’ol(QT)
is a solution of the problem

2
8(5u odu
g &Ba ( Vo + 5va)8$a> + (vg + dvg) du =

2
Zaa <5va

du =0 =0, z € Q; dulg,—o (31)

) — dvgu, (z,t) € Qr, (30)

Of

and for it the estimation [7, ch. II, 6]

2

6| <M |} |||ov O%u
2,1 >~ o
W (Qr) a=1 8x‘21 L2(Qr)
00v, Ou
T + ||dvoul] (32)
H 0z, 0z, L2(QT)> L2(Qr)

is valid.
Using the boundedness of the embedding Wpl’l(QT) - C (QT) [7, p. 78], the
Holder, inequality (27) and condition p > 4 we obtain

0%u H@&)a ou
5UO¢72 —_— <S
8l‘a L2(QT) 9zq Ora L2(Q7)
0%u 0%6v, ou
<|ovallaion | 5= - <
s Ivallc@n |55 15(Qr) ‘ 0%a |l 1,0r) 19%a |y (@r)
< M 5ol g 1l gy (2 = 1,2) (3

Besides, using the Holder inequality, boundedness of embedding
W;’l(QT) — L. (Qr), Vr € (0,00), [8, p.33] and the condition ¢ > 2, we have

1voullaar) < 18vollr, @py el s, o <

< MlSvoul g, lullyzi gy - (34)

Allowing for (35) and (34) in (32) and using (9) we obtain the estimation

18ullyz iy < M [Ifllzaar) + IPollwyey] 16015 - (35)
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We now consider the increment of functional (1)

dJ(v) =J v+ dv) —J(v) = 2/[U(IE,T;U) — ()] %
Qr

xdu(z, T)dz + || du(z, T)|[7,,0) - (36)

Using conditions (19), (20) and (30), (31) this expression is easily represented in
the following form

2

5J(v) = / ( Ou % 50, +u¢5u0> dadt + R(6v),
— Ox; 0x;

Qr "

where

2

déu O

R(év) = —0v;

(o) / (Z oz, &Ei(w +6u¢5uo) dxdt+
Qr 1

+ [[u(, T)II7, (0 - (37)

If we put n = dv; in (26) and allow for obtained equality in (36), then we have

2 2
00; 00v; 00; 0dv;
o) = / [Z ("“5”1' N Vs em) ““/’5“0] x

Qr i=1

xdxdt + R(6v). (38)

We now lead the estimation of the remainder term R(dv). Using the Holder
inequality, boundedness of embeddings

W, (Qr) = C(Qr), Wy (Qr) — Log/(g—2)(QT)

(g >2) [7, p. 78], [8, p. 33] and estimations (23), (35), we have

2
/ ( 00u ¢ ov; + 5u1/)6vo) dxdt| <

Qr =1
= DI Ly [
=1 LTillLy(@r) 9%l La(Qr)

+l6vollz, @y 10011, o @r) 19 l10gry <M [||f||L2(QT) + ||800||W21(Q)] X

< [17s(@r) + I2olluzioy + Irlwgcan ] 301

Hence and from (35) it follows that for the remainder term R(Jv) determined
by equality (32), the estimation

[R(60)] < M [IF 400 + I#ollwioy] X
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X [Iflza(ar + IPollwg oy + 1 Iz | 19013 (39)

is valid.

Then from equality (38) and estimation (39) it follows that functional (6) is
differentiable by Frenchet on V' and for its gradient equality (29) is valid.

It remains to show that v — J'(v) is a continuous mapping from V in B*, where
B* = Lgjq—1)(Qr) % Wpl/’%p_l)(QT) X Wpl/’%p_l)(QT) is a space adjoint to B.

Let 0¢) = ) (z,t;v + dv)—1) (z,t;v), 60; = 0;(x, t; v+6v)—0;(z, t;v) (i = 1,2) be
increments of solutions of problems (19), (20) and (24), (25), respectively. Reasoning
analogously as was obtained estimation (35) for the function du and estimation (28)
the function €; it is easily shown that for the functions 0y and 66; (i = 1,2) the
estimations

H&/)”WSJ(QT) <M [||f||L2(QT) + lleollwi o) + ||‘P1||W21(Q)] [6v] g, (40)
100:ll2 @y < M [l agam) + 120l oy %

% (11 zaar) + 0ol + o lwpe) (10ls +16vl3) =12 (41)

are valid.
Then using equality (28) estimations (8), (23), (35), (40), (41) we obtain the
estimations

| (v + bv) — J'(v)]

g M 1l + leollwyoy] X

X [Iflza(ar) + Iollwz oy + 1 Iz (16011 + 60113)

from which the continuity of J'(v) on V follows.
Theorem 3 is proved.
Now we formulate a necessary optimality condition for solution of problem (1)-

(6).
Theorem 4. Let the conditions of theorem 8 be satisfied and
v* = (vg(z, 1), vi(z, t),v5(z, 1) €V

be an optimal control for problem (1)-(6). Then the following inequality is satisfied

2
/lzl Bl s (2,8) = va( D)) + 5 <at ot >+
Qr -~
2
o a o » . . y
+;3mk <8$k axk> +ut (2, 1) " (x,1) (vo(z, 1) vo(x,t))}dmdt_o (42)

for any function v = (vo(z,t),vi(x,t),va(z,t)) € V, where u*(z,t);¥*(z,t) and
0% (z,t) (@ = 1,2) are solutions of problems (1), (2); (19), (20); and (24), (25) at
v = v* respectively.
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Proof. According to theorem 3 the functional J(v) is continuously differentiable
by Frechet on V' and for its gradient formula (29) is valid. The set V' defined by
relations (3)-(5) is convex. Then by the known theorem [9, p.28] on the element
v € V* delivering the minimum to the functional J(v), it is necessary the fulfilment
of the inequality

< J(v"),v—v">, >0,

for any v € V. Hence and from (29) the validity of inequality (42) follows.
The theorem is proved.
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